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Abstract

A proposition is non-contingent, if it is necessarily true or it is necessarily false. In an epis-
temic context, ‘a proposition is non-contingent” means that you know whether the proposition is
true. In this paper, we study contingency logic with the non-contingency operator A but with-
out the necessity operator [J. This logic is not a normal modal logic, because A(p — ) —
(Ap — Ag)) is not valid. Contingency logic cannot define many usual frame properties, and
its expressive power is weaker than that of basic modal logic over classes of models without
reflexivity. These features make axiomatizing contingency logics non-trivial, especially for the
axiomatization over symmetric frames. In this paper, we axiomatize contingency logics over vari-
ous frame classes using a novel method other than the methods provided in the literature, based on
the ‘almost-definability’ schema AD proposed in our previous work. We also present extensions
of contingency logic with dynamic operators. Finally, we compare our work to the related work
in the fields of contingency logic and ignorance logic, where the two research communities have
similar results but are apparently unaware of each other’s work. One goal of our paper is to bridge
this gap.

Keywords: contingency, ignorance, knowing whether, axiomatization, dynamic epistemic logic, non-
normal modal logic, epistemic logic

1 Introduction

A proposition is contingent if it is possibly true and it is possibly false. A proposition is non-
contingent, if it is not contingent, i.e., if it is necessarily true or it is necessarily false. In a doxastic
context, ‘a proposition is contingent’ means that you are agnostic about the value of the proposition,
while ‘a proposition is non-contingent’ means that you are opinionated as to whether the proposition
is true. In an epistemic context, ‘a proposition is contingent’ means that you are ignorant about the
truth value of the proposition, while ‘a proposition is non-contingent” means that you know whether
the proposition is true.

In the epistemic setting, ‘knowing whether ¢’ is a very natural and succinct statement which is
often sufficient to express interesting propositions without using the more expressive ‘knowing that’
construction. For example, the ‘knowing whether’ operator is used frequently in problem specifica-
tions in Al [McC79, Rei01, PB04] to express preconditions for robots to move; it also facilitates a neat
construction to establish a continuum of knowledge states in microeconomics [HHS96, HS93]; more-
over, intricate higher-order epistemic reasoning in scenarios such as Muddy Children [MDH86] and
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Gossip Protocols [HHL88] can be formalized in terms of ‘knowing whether’.! Besides discussions of
‘knowing whether’ in an epistemic logic with alternative questions such as [AEJ13] and in inquisitive
semantics such as [CR14], there are also previous works trying to axiomatize the logic of ignorance,
where the negated operator of ‘knowing whether’ is considered [vdHLO03, vdHL04, Ste08]. An axiom-
atization of the logic of ignorance over the class of arbitrary frames is given in [vdHLO3, vdHLO04].
The authors suggest that it is hard to repeat this exercise for other frame classes. Moreover, ‘knowing
whether’ can also be viewed as a special case of ‘knowing value’: knowing whether ¢ is knowing the
truth value of ¢ (cf. [Pla89, vDO7, WF13, WF14]).

In a non-epistemic setting, ‘knowing whether’ can be read as non-contingency. Contingency is
an important concept in philosophy and philosophical logic, which dates back to Aristotle (cf. e.g.,
[Bro67]). In [MR66], Montgomery and Routley first define contingency in modal logic: a proposition
18 contingent, if it is possibly true and it is possibly false; otherwise, ¢ is non-contingent. One main
theme in the logic literature of contingency, is axiomatizing contingency logic, i.e. the logic with
contingency operator as the sole modality. Unlike standard modal logic, contingency logic cannot
define the usual frame properties. This makes it non-trivial to find the axiomatizations of contingency
logic over different frame classes. An unpublished axiomatization for contingency-based S5 was
proposed by Lemmon and Gjertsen in 1959 [Hum02, note 10]. The logics of contingency-based T', S4
and S5 are axiomatized in [MR66]. In [Hum95], Humberstone provides an infinite axiomatization for
contingency logic over K-frames and over D-frames. A finite axiomatization is proposed in [Kuh95],
which also gives a finite axiomatization for transitive contingency logic. Euclidean contingency logic
is axiomatized in [Zol99].

To our surprise, the people working on contingency logic and the people working on the logic of
ignorance are unaware of each other’s work. We hope our paper can bridge the gap.

Although various axiomatizations scattered in the epistemic and non-epistemic literature, there
has been no uniform method for completely axiomatizing contingency logic over the usual frame
classes, and this motivates the current paper. In this paper, based on the almost-definability schema
(AD) proposed in our earlier work [FWvD14], we use a highly uniform method which is different
from the ones in the literature to show the completeness of contingency logics over various classes of
frames. In particular, our method applies to the multimodal contingency logic which makes perfect
sense in the multi-agent epistemic setting. Interestingly, the multimodal logic may introduce technical
difficulties to the completeness proof, as demonstrated by our highly non-trivial completeness proof
of multimodal contingency logic over symmetric frames, which also answers an open question raised
in [FWvD14]. We will compare our proof method and axiomatizations with the known ones in the
literature in Section 9. Moreover, we also extend the contingency logic with dynamic operators in line
with [P1a89, BMS98] to handle information changes.

The table below is an overview of the known axiomatizations in the literature and the results in this
paper. The first column lists the original and dynamified contingency logics, while the former ranges
over various frame classes, the latter includes public announcements and action models as additional
modalities to the language. The second column lists the known axiomatizations (in the unimodal
case), and the third column concerns our new axiomatizations/completeness proofs of the multimodal

'E.g., in Muddy Children, iterated truthful announcements of ‘nobody knows whether he is muddy’ will eventually let
each muddy child know whether he is muddy. Epistemic versions of gossip protocols using ‘knowing whether’ are treated
in [AvDGvdH14].



case.

’ Frame classes H Known axiomatizations (unimodal) ‘ Our results (multimodal) ‘
K [Hum95, Kuh95, Zo199, vdHL04] | Thm. 19
D [Hum95, Zol99] Thm. 26
T [MR66] Thm. 29
4 [Kuh95, Zol199] Thm. 30
5 [Z0199] Thm. 31
B [FWvD14] Thm. 48
KD45 [Z0199] Thm. 33
S4 [MR66, Ste08] Thm. 34
S5 [MR66)] Thm. 35
Public Announcements || — Thm. 53
Action Models — Thm. 62

The rest of the paper is structured as follows. In Section 2 we define the language and semantics
of contingency logic, and present an almost-definability schema which is the multimodal version of
the one in [FWvD14]. Section 3 deals with expressivity over models and with frame correspondence,
and Section 4 presents our new axiomatization of the logic over the class of arbitrary frames and
proves its completeness. Then, in Section 5 we give axiomatizations for other frame classes. As one
of the key results, we axiomatize the multimodal contingency logic over symmetric frames in Section
6, thereby answering an open question raised in [FWvD14]. We also consider dynamic contingency
logics: contingency logic with public announcements in Section 7 and contingency logic with action
models in Section 8. The above-mentioned muddy children problem and gossip protocols illustrate
these two logics. In Section 9 we compare our axiomatizations and proof method with the ones in the
literature on ignorance logic and contingency logic. We conclude and list some further directions in
Section 10.

2 Syntax and semantics of contingency logic

We first define a (multimodal) logical language including both non-contingency and necessity oper-
ators. The standard modal language and the language of contingency logic can be viewed as two
fragments of this language and we will mainly focus on the latter in the rest of the paper.

Definition 1 (Logical languages CML, CL and ML). Let a set P of propositional variables and a
finite set I be given.” The logical language CML(P, 1) is defined as:

=T pl@|(@Ap)|Aip|Oip

where p € P and i € 1. Without the O;p construct, we have the language CL(P,I) of contingency
logic. Without the A;p construct, we have the language ML(P, I) of modal logic.

We typically omit the parameters P and I from the notations for these languages. Intuitively, we
can view I as a set of agents who may have different opinions on the necessity and contingency of
propositions. Thus the formula [J; stands for ‘ is necessary for agent 7°, and the formula A; ¢ stands
for ‘p is non-contingent for agent ¢’, namely, for ¢, ¢ is necessarily true or ¢ is necessarily false. In

*The assumption that “I is finite” is crucial in the completeness proof of system CLLB in Section 6.



a doxastic context (XD45), ;0 and A;p mean, respectively, that ‘agent ¢ believes that ¢’ and ‘¢ is
opinionated as to whether ¢’. In an epistemic context (S5), [J; and A;¢ mean, respectively, that
‘agent ¢ knows that ¢’ and ‘agent ¢ knows whether ¢’ (i.e., ¢ knows that ¢ is true or ¢ knows that ¢ is
false), although we do not restrict ourselves to epistemic or doxastic contexts. As usual, we define L,
(e V), (p = 1), (¢ < 1), Ve as the abbreviations of, respectively, =T, =(—¢ A =), (mp V 1),
((p = ) AN (¥ — ¢)) and ~A;p. Note that V;p is not defined as the dual but the negation of
Ao, which expresses “¢ is contingent for i”.> We omit parentheses from formulas unless confusion
results. In particular, we assume that A and V bind stronger than — and <». For o1 A --- A @, We
write \72) @, and for 1 V -+ V @y, we write /72 ;.

Definition 2 (Model). A model is a triple M = (S,{—;| i € I},V') where S is a non-empty set of
possible worlds, —; is a binary relation over S for each i € I, and V' is a valuation function assigning
a set of worlds V (p) C S to each p € P. Given a world s € S, the pair (M, s) is a pointed model.
A frame is a pair F = (S,{—| i € I}), i.e., a model without a valuation. We will refer to special
classes of models or frames using the notation below.

Notation | Frame Property

K _

D seriality

T reflexivity

B symmetry

4 transitivity

) Euclidicity

45 transitivity, Euclidicity
KD45 serial, transitivity, Euclidicity
S4 reflexivity, transitivity
S5 reflexivity, Euclidicity
PF partial functionality

where a binary relation is partial-functional if it corresponds to a partial function, i.e., every world
has at most one i-successor for each 1.

We will omit parenthesis around pointed models (M, s) whenever convenient. The non-standard
notion of partial functionality plays a special role in contingency logic.

Definition 3 (Semantics). Given a model M = (S,{—;| i € I}, V), the semantics of CML is defined
as follows:

M,sET always

M,sEp < seV(p)

M, sE —p & M,sF o

M,sEpANYy & M,sEpand M,sFE

M,sE N & forallty,ty suchthat s —; t1,5 —; to :
(M,tl ':g0<=>./\/l,t2':g0)

M,sEO;jp & foralltsuchthat s —;t: M,tE @

If M,s E @ we say that ¢ is true in (M, s), and sometimes write s E @ if M is clear; if for all s
in M we have M, s E o we say that ¢ is valid on M and write M E ; if for all M based on F

SHowever, we will see that =A ;¢ is equivalent to ~A; ¢ based on the semantics.



with M E ¢ we say that @ is valid on F and write F E @, if for all F with F E @, ¢ is valid and
we write E ¢. Given ® C CML, M, s |= ® stands for ‘for all ¢ € ®, M, s |= ,” and similarly for
model/frame validity, and validity. If there exists an (M, s) such that M, s E @, then ¢ is satisfiable.

Intuitively, A;y is true at s if and only if ¢ has the same truth value on the worlds that i thinks
possible at s. Contingency logic is not normal, because A;(¢ — 1) — (Ajp — Aep) is invalid
(and, in relation to that, F ¢ — 1) does not imply F A;¢0 — A;3)). In the S5-model M below we
have that M1, s F A;(p — ¢q) and My, s E A;p, but My, s ¥ Ajq.

™ "7
My : s:ﬂpﬁq<—i—>gp,q

We use @[t /p] to denote a uniform substitution of ¢, i.e., the formula obtained by replacing all
occurrences of p in ¢ (if there is any) with ). It can be shown that uniform substitution preserves the
validity of CL-formulas.

Proposition 4. For any 1, o € CL, any p € P: if E ¢, then E @[ /p].

3 Expressivity and frame correspondence

In this section we compare the relative expressivity of contingency logic and modal logic, and we give
some negative results for frame correspondence for contingency logic.

3.1 Expressivity
We adopt the definition of expressivity in [vDvdHKO7, Def. 8.2].

Definition 5 (Expressive). Given two logical languages L1 and Lo that are interpreted in the same
class M of models,

o [ is at least as expressive as L1, notation L1 = Lo, if and only if for every formula o1 € L
there is a formula o € Lo such that for all (M, s) € M, M, s E o1 iff M, s E ¢o.

o [ and Ly are equally expressive, notation Ly = Lo, if and only if L1 = Lo and Lo =< L.
o [ isless expressive than Lo, notation L1 < Lo, if and only if L1 =< Lo and Ly A L.

Proposition 6. CL is less expressive than ML on the class of K-models, D-models, 4-models, 5-
models.

Proof. This is a truth-preserving translation ¢ from CL to ML:

t(p) = p

thp) = ~t(y)

tleny) = te)At())
t(Aip) = Oit(p) v Oi~t(p)

Therefore ML is at least as expressive as CL. But CL is not at least as expressive as ML: even the
simplest ML formula [J;p does not have an equivalent CL correspondent. The pointed models (M, s)
and (N, t) below, which are distinguished by [J;p, cannot be distinguished by a CL formula.
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M: s:p—i——p N: tip—i—s-p

Note that M and N are serial, transitive, and Euclidean. By induction we prove: for any ¢ € CL,
M, s E ¢ iff N',t E ¢. The non-trivial case is ¢ = A;1). Note that s and ¢ both have only one
successor. Therefore, for all ¢, M, s E Ajp and N, t E A1), so also, as required, M, s F A1 iff
N, t E A1) (note that we do not need the induction hypothesis here). O

Proposition 7. CL is less expressive than ML on the class of B-models.

Proof. Consider the following B-models (M, s') and (N, ¢'). Again, they are distinguished by [J; p,
but are modally equivalent in CL (by a similar argument as in Prop. 6).

M §ip<—i—sp N tip<———s-p
O
Note that the above two propositions can also be obtained by using the notion of A-bisimulation

in [FWvD14].
However, on the class of 7-models, CL and ML are equally expressive.

Proposition 8. [Dem97] CL and ML are equally expressive on the class of T -models.
Proof. Consider translation ¢ : ML, — CL:

t'(p) = p

(=) = (e
teny) = t(e)At'([Q)
t(Oip) = t(e) NAt(p)

On the class of 7-models, ¢’ is truth preserving (elementary, by induction on ¢ in ¢'(¢)). This demon-
strates that ML < CL. As we already had CL. < ML, by way of translation ¢ defined in the proof of
Prop. 6, we get that ML = CL on 7 -models. O

This result applies to any model class contained in 7, such as $4 and S5.

We close this section on expressivity with a curious observation related to (although not strictly
about) expressivity. We now know that necessity cannot be defined in terms of contingency on X,
but that necessity can be defined in terms of contingency on 7. It is therefore interesting to observe
that under slightly stronger conditions, necessity can still be ‘defined’ in terms of contingency on X,
namely, given a model, in a world of that model wherein some proposition is contingent for the agent.
We call this ‘almost-definability schema’. Roughly, it says that a proposition is necessary, if and only
if it is non-contingent, and it is non-contingently implied by a contingent proposition. We refer the
reader to [FWvD14, Prop. 2.5] for the proof details, where the unimodal case was proved.

Proposition 9. Let ¢, x € CL and @ € I. Almost-definability is the schema AD
Vix = (ip < Dip A Di(x = ¢))-
Almost-definability AD is a validity of CML.

The almost-definability schema is very important. It motivates the canonical relation in the con-
struction of canonical model for contingency logics, as we will see in Section 4. With this relation
or some adaption we can show the completeness of all axiomatizations mentioned in the introduction
uniformly.



3.2 Frame correspondence

Standard modal logic formulas can be used to capture frame properties, e.g., [Jp — p corresponds
to the reflexivity of frames. It is therefore remarkable that in contingency logic there is no such
correspondence for most of the basic frame properties. In this section we show the undefinability
results with the method much simpler than that used in [Z0l199], where the author needs to show a
complicated theorem to the effect that every contingency-definable class of frames contains the class
of partial-functional frames. For the definition of partial functionality, see Def. 2.

Definition 10 (Frame definability). Let ® be a set of CL-formulas and ¥ a class of frames. We say
that ® defines ¥ if for all frames F, F is in F if and only if F E ®. In this case we also say ® defines
the property of F. If ® is a singleton (e.g. ), we usually write F E ¢ rather than F E {p}. A class of
frames (or the corresponding frame property) is definable in CL if there is a set of CL-formulas that
defines it.

Proposition 11. For any partial-functional frames F, F' and any ¢ € CL: F E ¢ iff F' F ¢.
Proof. Let F = (S,{—| i € I}) and F' = (S',{—}] i € I}) be two partial-functional frames, and
let ¢ € CL.

Suppose that F ¥ ¢, then there exists M = (F, V) and s € S such that M, s ¥ . Since S’ # (),
we may assume that s’ € S’. Define a valuation V' on F" as p € V/(¢') iff p € V(s) for all p € P.
Since F and F’ are both partial-functional, both s and s’ has at most one successor. By induction

on ¢» € CL, we can show that M, s E 1 iff M’, s’ & 1. From this and M, s ¥ ¢, it follows that
M ' ¥ @, therefore F' . The converse is similar. O

Proposition 12. [Z0l99] The frame properties of seriality, reflexivity, transitivity, symmetry, and Eu-
clidicity are not definable in CL.
Proof. Consider the following frames:

(2

Fi: s i t i U Fo:

Both frames are partial-functional. Thus we have: for any ® C CL, F; F @ iff 75 F ®. Now
observe that F5 is reflexive (resp. serial, transitive, symmetric, Euclidean) but . is not.

The argument now goes as follows. Consider reflexivity: If ® were to define reflexivity, then, as
Fo is reflexive, we have Fo F ®. But as F» and F; satisfy the same frame validities, we also have
that 77 F ®. However, F is not reflexive. Therefore such a ® does not exist. Therefore, reflexivity
is not frame definable in CL.

The argument is similar for the other cases. (Observe that F is indeed not Euclidean, because
s1 —; t and s1 —; t, but it is not the case that t —; t.) OJ

As a consequence of this result, the axiomatizations of contingency logic over special frame
classes, such as the class of reflexive frames, cannot be shown by the standard method of adding
the corresponding frame axioms to the axiomatization of CL. This will be addressed in Section 5.

4 Axiomatization

In this section we give a complete Hilbert-style proof system for the logic CL on the class of all
frames. We will compare our axiomatizations and the completeness proof method to those in the
literature in Section 9.



4.1 Proof system and soundness

Definition 13 (Proof system CIL). The proof system CIL consists of the following axiom schemas and
inference rules.

TAUT all instances of tautologies

Acon Ai(x = @) NAi(x = ) = Aip

ADis Ajp — Ai(p = )V Ai(—p — X)

A+ Ach <~ Ai—!(p

MP From ¢ and ¢ — ) infer ¢

NECA  From p infer A;p

REA  From p <> v infer Ajp <> A

A derivation of CL is a finite sequence of CL-formulas such that each formula is either the instan-
tiation of an axiom or the result of applying an inference rule to prior formulas in the sequence. A
formula ¢ € CL is called provable, or a theorem, notation \- ¢, if it occurs in a derivation of CL.

Intuitively, ACon means for agent 4, if a formula is non-contingently implied not only by some
formula but by its negation, then this formula is non-contingent; AD1i s means for agent ¢, if a formula
is non-contingent, then either this formula is necessary, in which case its negation non-contingently
implies any formula, or it is impossible, in which case it non-contingently implies any formula; A <>
means for agent ¢, a formula is non-contingent is the same as its negation is non-contingent.

Note that the rule NECA is not admissible in the system CL — NECA, which means NECA is
indispensable in CL. # To see this, we can show that A; T is not provable in C. — NECA: define an
auxiliary semantics IF, which is the same as F except that wherein each A;( is interpreted as false.
Then we can show that CIL — NECA is sound with respect to I, but ¥ A; T, thus A; T is not provable
in CL — NECA, therefore NECA is not admissible in CL. — NECA.

Proposition 14. The proof system CL is sound with respect to the class of all frames.

Proof. The soundness of CL follows immediately from the validity of three crucial axioms. The other
axioms and the derivation rules are obviously valid. We prove that: for any ¢, v, x € CL and any
rel,

1. AConisvalid: F A;(x = ©) AAi(=x = ¢) = Ajp
2. ADisisvalid: F Ajp — Aij(p — ) V Ai(mp — X)
3. A+ isvalid: E Ajp < Aj—p

3 is immediate from the semantics of A;.

For 1, assume towards a contradiction that for some (M, s) such that M,s F A;(x — ¢),
M,s E Aj(-x — @) but M, s E =A;¢p, then there exist ¢, t2 such that s —; t1,s —; to and
t1 F p,ta F —p. Clearly, with t; F o we gett; F x — ¢ and t; F =x — . Thus from the fact
that s F A;(x — ¢),s = t1,s —; taand t1 F x — ¢ we get ta F x — ¢. Similarly, by using
t1 F -x — ¢ we can get to F -y — ¢. Now we obtain t3 F x — ¢ and to F =y — ¢, therefore
to F . Contradiction.

For 2, let (M, s) be an arbitrary model. Suppose via contraposition that M, s F —=A;(¢ — )
and M, s E =A;(=¢ — X), we only need to show M, s E =A;p. By supposition, there exist ¢1, to

*This claim also applies to all systems other than CILIB in this paper (see Def. 21), for which the proof is similar.



such that s —; t1,5 —; toand t; F ¢ — ¢,ta F =(p — 1) and, there exist uy, uz such that
s —; u1, 8 —; ug and u; F - — x,u2 F 2(—¢p — x), respectively. From t3 F =(¢p — 1) and
ug E (= — x) it follows to F ¢ and us E —¢p respectively. So far we have shown s —; to, s —; uso
and t5 F p, ug F —, therefore we conclude that M, s F —=A;¢, as desired. ]

Using the rule REA, by induction on y we can show

Proposition 15. Consider the inference rule Substitution of equivalents:

Sub From ¢ < 1), infer x[p/p] <> x[¢/D]
Substitution of equivalents is admissible in CL.
The inference rule REA in the system CL is crucial. Consider again the schema
K Ai(p = 1) = (Aip = Aw)
We have already shown in Section 2 that K is invalid. This axiom is typically used to prove Sub, but

is lacking in CLL. Without REA, Sub is not admissible in CL.

We first prove a proposition, which is the multimodal version of [FWvD14, Prop. 5.5] (the proofs
are different). It will be used in Lemma 18. Intuitively, it says that for agent 7, if a formula is non-
contingently implied by a conjunction of which each conjunct is non-contingent, and the negation of
the formula non-contingently implies all conjuncts, then the formula is itself non-contingent.

Proposition 16. Forall k > 1:

k k k
|—Al(/\ Pj —>—|w)/\ /\Aﬁ@j/\ /\A1(1/J—>g03) —)Aﬂ,l)

j=1 7j=1 7j=1
Proof. By induction on k.

e Base step. We need to show that = A;(¢1 — =) A Ajpr A Aij( — ¢1) — Ay, This is
clear from TAUT, REA, ACon and A <.

e Inductive step. Assume by induction hypothesis (IH) that the proposition holds for £ = n. We
now need to show that:

n+1 n+1 n+1
"Al(/\ ©j —)ﬂlﬁ)/\ /\ A“Oj/\ /\ AZ(IZJ—>§0])—>A21/}
j=1 j=1 j=1



The proof is as follows.

(Z) Ai(_“Pn-i-l - _‘w) A Ai(@n-&-l — _‘1/1) — A ACon
(1) Ai( = ont1) A AW = 2Ai(Pnt1 — ) TAUT, REA, A ¢+, (i)
(@1)  Aippt1 = Ailpn1 = )
VA (~ent1 = (N 05 = ) ADis
(i) Ai(Y = ont1) A AR A Aipn
= Ai(mpn+1 = (Nimy @5 = ) TAUT (i7) (i77)

() Ailmpnt1 = (Nj=y 0 — )
AAi(pnt1 = (Nj=y 5 = =) = Ai((Aj=; »j = ) Acon
(vi)  Ai(Y = Ong1) A DA A Djppit

ANANZY 05 = =) = Ai((Nj=y @5 = ) TAUT, REA, (iv)(v)
(vit)  Ai(ANjZ 9 = ) AN Dip;

ANj=1 Di(h = ) = Ay IH
(vidi) AN 05 = =) ANTZL Aips A A

ANZL Ai( — 9f) = Asyp TAUT (vi)(vid)
(iz) AN @5 = ) AN Aig

AN Ai(§ — @) = Ag) TAUT (viii)

0

4.2 Completeness

We proceed with the completeness of the proof system CIL. The completeness of the logic is shown
via a canonical model construction.

Definition 17 (Canonical model). The canonical model M€ of CL is the tuple (S¢, {—¢| i € I}, V°),
where:

o S¢={s| sisamaximal consistent set of CL}.
o s —{ tiff there exists x such that

1. =A;x € sand

2. forall p: Ajp N Ai(x — @) € s implies ¢ € t.
o Vi(p) ={seS°|pes}

We observe that every consistent set of CL can be extended to a maximal consistent set of
CL (Lindenbaum’s Lemma) in the standard way. The definition of — is inspired by the almost-
definability schema AD (Prop. 9). Recall that in the construction of canonical model for multimodal
logic, the canonical relation —¢ is usually defined by s —{ ¢ iff for all ¢, [;o € s implies ¢ € t.
According to the almost-definability, (J;o € s can be replaced by A;o A A;(x — @) € s provided
that —=A;x € s. Intuitively, if there is no =A;y that holds on a world, then we do not need to add any
outgoing transition.

Lemma 18 (Truth Lemma). For any CL formula o, M¢, s E @ iff ¢ € s.

10



Proof. By induction on . The only non-trivial case is when ¢ = A;1).

‘If’: Assume that A;ip € s, we need to show M€ s E A;). Suppose not, then there exist
ti,t2 € S¢such that s —¢ t1,s —¢ to and t1 F ¢ and to ¥ 9. From ¢; F v and t2 ¥ 1, and
induction hypothesis, we have that 1) € t; and ¢ ¢ to, respectively. From s —¢ ¢; we infer that
there is a x1 such that =A;x; € s and (x): for all §, A;0 A A;(x1 — 0) € s implies 0 € t;. Since
Ajp € sand ¢ € t1, Aj— € sand =) ¢ t1. Now from (), it follows that =A;(x1 — ) € s,
thus =A; (1) — —x1) € s by REA. Similarly, from s —¢ ¢ we derive that there exists X such that
-Ai(x2 = V) € s, ie., 7A;(—1) — —x2) € s. By the axiom ADis, we obtain that =A;i) € s,
contradiction.

‘Only if*: Suppose that A;i) ¢ s. Then ~A;¢) € s and =A;—) € s. We need to construct two
points t1,t2 € S such that s —¢ ¢; and s —¢ 2 and ¢ € ¢1 and =) € to. First, we have to show

1. {¢ | Aip ANA () — ¢) € s} U{} is consistent.
2. {p | Aip ANA(—p — @) € s} U {1} is consistent.

We prove item 1. Suppose the set is inconsistent. Then there exist 1, - -+ , @, such thatF o7 A--- A
on — p and Ajor A Aj(Y — @) € sforall k € [1,n]. From NECA follows that A;(¢1 A -+ A
©n — —) € s. Now from Prop. 16, we infer that A;1) € s, contradiction.

From item 1, the definition of —¢, and the observation that every consistent set can be extended
to a maximal consistent set (Lindenbaum’s Lemma), we conclude that there is a ¢1 such that s —¢ ¢4
and ¢ € t;.

The proof of item 2 is similar to item 1, and similarly, from item 2, we conclude that there is a t5
such that s —¢ 2 and =) € t9. ]

Based on Lindenbaum’s Lemma and Lemma 18, the completeness of CL is immediate.

Theorem 19 (Completeness). [Hum95, Kuh95, Zol99] CL is complete with respect to the class K of
all frames.”

Given the translation from CL to ML (i.e. the translation ¢ in the proof of Prop. 6), and the
decidability of ML, the (satisfiability problem of) contingency logic is obviously decidable.

Proposition 20 (Decidability of CL). The logic CL is decidable.

5 Axiomatization: extensions

In this section we will give extensions of CIL w.r.t. various classes of frames, and prove their com-
pleteness (the completeness of CLB will be deferred to Section 6 due to some complications in the
multimodal case). Definition 21 shows the extra axiom schemas and corresponding systems, with on
the right-hand side in the table the frame classes for which we will demonstrate completeness.

SThroughout the paper, by completeness we mean strong completeness.
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Definition 21 (Extensions of CL). ©

Notation | Axiom Schemas Systems Frames
CL D

AT Aip ANAi(e = V) ANp — A CLT =CL+ AT T

A5 Ao — Az(—!AZ(p V 'Lﬁ) CL5 =CL + A5 5

wA4 Ao = N A CLS4=CL+ AT+ wA4 | 54

wAb Ao — A A CLS5 =CL + AT+ wAb5 | S5
CL45 =CL + A4+ A5 | 45(KD45)

The above axioms are found to satisfy the need, but get as close as possible to the ‘translation’ of
the standard modal logic axioms, with the help of AD. Take Axiom AT for example.

Vi—th — (O;—p — =) (1)
< Vimp AUi—p — —p (2)
< Vi A A= A A(—) = —p) = —p 3)
S Aip NA(p = D) N = A 4

We write V;—¢ — (;—¢ — —¢) rather than [J;—¢p — —¢, since [J; is definable in terms of A,
under the condition V;—1) for some —). The above transition from (2) to (3) follows from Prop. 9.
By using TAUT, A <+, REA and Def V;, we then get the desired axiom (4), i.e. AT.

It is easy to show that wA4 and wAb are provable in CL4 and CL5, respectively (just let ¢ in
A4 and A5 be 1). We will show that CILS4 and CILLS5 are extensions of CIL4 and CIL5, respectively
(Prop. 23). CIL45 characterizes a logic of opinionatedness, where A; is read ‘agent ¢ is opinionated
as to whether ¢’ or ‘¢ believes ¢ or believes —¢’, in a doxastic setting. Note that although ‘believe
whether’ is not grammatical in natural language, ‘believe that’ is, as Egré argued in [E08]. And note
that we do not presuppose neg-raising behavior of the verb ‘believe’, which was assumed in [Zub82]
and discussed in [E08], so A;¢ does not hold vacuously. CLS5 characterizes a logic of knowing
whether, where A; is read ‘agent 7 knows whether ¢’, or ‘4 knows that ¢ or 7 knows that —’, in an
epistemic setting.

To prove the soundness of the proof systems in the above table, we only need to show:

Proposition 22.

o ATis valid on the class of all T -frames;

A4 is valid on the class of all 4-frames;

A5 is valid on the class of all 5-frames;

AB is valid on the class of all B-frames.

Proof. Take the validity of AT and AB for example.
Given any reflexive model M = (S,{—;| i € I}, V) and any s € S, suppose M,s E A;p A
Ai(p — 1) A ¢. Towards a contradiction assume M, s ¥ A;1), then there exist ¢,¢' such that

®Notice that unlike CL and other systems mentioned in this definition, NECA is admissible in the system CLB — NECA,
which will be shown in Prop. 36. This means that CLB — NECA is already enough for axiomatizing CL over B-frames.
Here for uniformity, we define CLB as CL + AB rather than CLL — NECA + AB.
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s —; t,s —; t'and t E 1, t' E —). From the reflexivity of s it follows that s —; s, and thus
tF @, t' E ¢ by the facts that s F Ajo A @, s —; t,s —; t'. Thent E o — 1 but t' ¥ ¢ — 1), which
contradicts the supposition s E A;(¢ — ).

Given any symmetric model M = (S, {—;| i € I}, V) and any s € S, suppose that M, s F ¢.
Lett € S and ¢ € I with s —; ¢t. By the symmetry of —;, we have t —; s. We show that
Mt E (Ajp AAi(e = ) A-AR) — x. Mt E Ajo AAi(p — ¥) A=A, then there
exist t1,to such that ¢ —; ¢ and t —; to and t1 E ¢ and t3 E —). From t E A;p, t —; s and the
supposition, it follows that ¢; F ¢ and 2 F . Thus t; F ¢ — 1 and t2 F =(¢ — 1), contrary to the
fact that ¢t E A;j(¢ — ) and t —; t; and t —; to. Therefore M, t ¥ Ajo A Ai(p — ) A=A,
which implies that M, ¢t E (A;o A Ai(p — ) A =A0p) — ¥, as desired. O

The following proposition says that A4 and A5 are provable in CILS4 and CILLS5 respectively,
which are crucial in the proofs of Theorems 34 and 35, respectively.

Proposition 23.
1. Forsa Ajp = Ai(Ajp V 1)
2. FeLss 7Ajp = Ai(—Aip V)

Proof. 1. The following is a derivation in CLS4:

(1) Aip = (Aip V) TAUT

(@) Ai(Aip = (Aip V1)) NECA, (1)
(i) Aidip AAip = Ai(Aip V 1)) (ii), (iii)
(v) A= AjAip wA4

(Vi) Aip = Ai(Aip V 1)) (iv), (v)

2. Similar to 1, by using Axiom wADb.
O

Therefore, in the presence of Axiom AT, A4 is provable in CLL + wA4, and A5 is provable in
CL + wAb5. One may ask if CLL + wA4 (resp. CIL 4+ wAb), without AT, is enough to axiomatize
CL over transitive (resp. Euclidean) frames. However, the answers are negative. The proposition
below and next proposition were shown, respectively, by George Schumm in the review on [Kuh95]
(c.f. [Kuh96]) and by Zolin in [Z0199] using one frame. Here we show them with the aid of one model.

Proposition 24. CLL + wA4 is incomplete with respect to the class of transitive frames.

Proof. Recall that A;p — A;(A;p V q) is an instance of A4 and it is valid on the class of transitive
frames (Prop. 22). We will show that this formula is not a theorem of CLL + wA4. For this, we
construct a model M such that CIL + wA4 is sound with respect to validity on M (i.e. for any CL
formula ¢, Fcp1waq @ implies M E @), but M A;p — A;(A;p V q). Therefore ¥ep1uaga Aip —
A;(Aip V q). Since A;p — A;(A;p V q) is not provable in CL + wA4 but it is valid over transitive
frames, CL + wA4 is not complete w.r.t. the class of transitive frames.
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Consider the following model M (w.l.o.g. let us assume P = {p, ¢}):

uy :p,q tl:p,Q

— ~. 7 N

Uz - 7P, q $:p,q t2 1 7p, g

First, remember that all the axioms of CL are valid on the class of all frames (Prop.14), thus they
are also valid on M. As for the inference rules, their validities on M do not follow immediately
from the fact that these rules are valid on the class of all frames. However, it is not hard to check that
MP,NECA and REA are indeed valid on M, i.e., if the premise is valid on M then the conclusion is
also valid on M.

Second, wA4 is valid on M: by the construction of M, it is not hard to show by induction on
the structure of ¢ € CL that: for any ¢, t1 F @ iff u1 E ¢, and t2 F ¢ iff ug F ¢ (%). As
none of worlds ¢1, to, u1, uo has any successor, then all of them satisfy A;A; ¢, thus also satisfy wA4
(Ajp — A;A;p). Also, since 1 and ¢9 both satisty A;p for any ¢, t F A;A;p for any ¢ too, and
thus t £ Ao — A;Ajp. Similarly, we can show that u £ Ao — A; A for any . Now from (x)
we can see t F A;p iff u E Ao, which implies s F A;A;p, and thus s E A;o — A;A;p. In sum,
wA4 is valid on M.

Finally, it is clear that M, s ¥ A;p — A;(A;p V q), thus M E A;p — A;(A;p V q). Since
CL 4 wA4 is sound w.r.t. M then we have ¥cr+was Aip — Ai(Aip V q). d

Proposition 25. CLL 4+ wADb is incomplete with respect to the class of Euclidean frames.

Proof. The strategy is similar to the one in the proof of Prop. 24. Recall that the formula =A;p —
A;(—=A;p V q) is valid on the class of all Euclidean frames (Prop. 22). We only need to show that
this formula is not a theorem of CL + wAb. For this, we construct a model A/ such that CL + wAb
is sound with respect to N (i.e., all the theorems of CIL + wAb5 are valid on N), but N' ¥ —=A;p —
Ai(-AipV q).

Consider the following model N (again, let us assume P = {p, ¢}):

l:p,q
-
q/
S

S

U Tp, g

sSip,

As in the previous proof, the axioms and inference rules of CIL are valid on .

Now we show wAb is valid on A: by the construction of A/, neither ¢ nor u has successor, then
they both satisty A;—A;¢, and thus satisty wAb (mA;p — A;=A;p). Also, t E Ajp and u E A,
then s F A;—A;p, and thus s F =A; 0 — A=A .

Itis clear that V', s ¥ —A;p — A;(=A;p V q), thus N E =A;p — A;(=Aip V q). O
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We now continue with the completeness proofs for the extended proof systems. We first address
the completeness of CLL over serial frames. Note that —¢ (for every 7 € I) is not necessarily serial,
since some states in M° may be endpoints w.r.t. —¢, i.e. the states u which have no —¢-successors
in S¢ (e.g. A;p € u for all ). Hence we need a strategy to transform M€ into a serial model, while
the value of every formula at each point in S¢ is preserved. The proof below is simpler than those in
[Hum95, Z0199].

Theorem 26. [Hum95, Zol99] CL is complete with respect to the class D of serial frames.

Proof. Define M¢ as in Def. 17. The strategy is ‘reflexivizing the endpoints’: given any i € I,
add one arrow from each endpoint w.rt. —¢ in M€ to itself. Formally, —P=—¢ U {(t,?) |
t is an endpoint w.r.t. —¢ in M¢}. Denote the model obtained in this way as MP = {S¢ {-P]
i € I}, V). Ttis now clear that MP is serial from the construction of MP.

Moreover, for all ¢ € CL, M, s E ¢ iff MP, s E ¢, from which we get the completeness result
by Lemma 18. The non-trivial case is A;p. If s is a non-endpoint w.r.t. —¢, then the claim is clear; if

s is an endpoint w.r.t. —¢, then M€, s F A;p and MP, s F A, due to the semantics of A;¢. O

We then address the completeness of CLT. In the canonical model construction of Def. 17 it is
unclear whether the canonical relation is reflexive. To ensure that the relations are reflexive, we take
the reflexive closure of the canonical relation.

Definition 27 (Canonical model of CLT). The canonical model MT = (S¢ {—=T] i € I},V¢) of
CLT is the same as M€ in Def. 17, except that S¢ consists of all maximal consistent sets of CLT,
and that —>iT is the reflexive closure of —¢ defined in Def. 17.

Lemma 28 (Truth Lemma for CLT). For any CL formula o, MT, s o iff o € s.

Proof. By induction on . We consider the non-trivial case for A;p.

Left-to-right: This is similar to the proof for ‘Only if” in Lemma 18. Observe that all pairs in the
relation —¢ in Def. 17 are also in the relation —7 from Def. 27.

Right-to-left: Assume towards contradiction that A;pp € s but MT, s E =A;(p, namely, there exist
t,u € S¢ such that s —>;»r t and s —>iT wand MT t E ¢ and MT,u E —p. By induction hypothesis,
p € tand ~¢ € u. As _>;r is reflexive, we only need to consider two cases (the case s =t and s = u
is impossible, because t # u):

e s # tand s # u. Then s —¢ t and s —¢ u, and thus the proof is same as the proof for ‘If” in
Lemma 18. And finally we can get a contradiction.

e Either s = t or s = u. Without loss of generality, we may as well consider the case s = ¢ (thus
¢ € s)and s # u. From s =T u and s # w it follows that s —¢ u, thus there exists  such
that ~A;x € s and (T): for all p, Ajp A Aj(x — ») € s implies ¢ € u. Now since - € u
and A;p € s, by () we have ~A;(x — ¢) € s, ie., 7Aj(-p — —x) € s. Using Axiom
AT and the fact that A;p A @ € s, we get Aj(p — x) — Ajx € s, thus =A;(p — x) € s.
Then —=A;p € s follows from Axiom ADis and —=A;(—p — —x) € s, which contradicts the
assumption A;p € s and the consistency of s, as desired.

O
Based on the above lemma, it is routine to show the following.

Theorem 29. CLT is complete with respect to the class of all T -frames.
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Now let us look at the completeness for CIL4 and CIL5. In these cases we do not need to revise
the canonical relations. The proof is different from those in [Kuh95, Z0199].

Theorem 30 (Completeness of CIL4). [Kuh95, Zol99] CIL4 is complete with respect to the class of
all 4-frames.

Proof. Define M€ as in Def. 17 w.r.t. CIL4. We only need to show that —¢ is transitive.

Given s,t,u € S¢. Assume that s —¢ ¢ and t — u, the only thing is to show that s —§ u. From
s —¢ t it follows that for some x such that =A;x € s and (x): for all ¢, Ajp A Ai(x = @) € s
implies ¢ € t. From ¢t —¢ w it follows that for some 1) such that =A;¢) € ¢ and (x): for all ¢,
Aip N Ai(p — @) € timplies ¢ € u. To show s —¢ u, by the definition of —¢, we need to
prove that for all o, A;p A Aj(x — ) € s implies ¢ € u. Now fixing a formula ¢ such that
Ajp AN Ai(x — @) € s, we need to show ¢ € u. If we can show that A;po A A;(¢Y — @) € t, then by
(%), we have ¢ € u.

We first show that A;ip € t: since A;p € s, first, by wA4, we have A;A;0 € s; second,
by Axiom A4, we get A;(A;p V —x) € s, ie., Ai(x — A;p) € s. We have thus proved that
A;Ao NA(x — Ajp) € s, then by (%), we have A;p € t.

We now show that A;(1) — @) € t: as =A;x € s, it follows from Axiom A > that =A;—y €
s. Since A;(x — @) € s, we have A;(—-p — —x) € s. Then by Axiom ACon, we obtain
—Ai(p = —x) € s. Since Ajp € s, Ai(p — —x) V Ai(mp — =) € s by Axiom ADis, thus
Ai(—~p — ) € s, ie., Aj(Yv — @) € s. Using wA4 again, we obtain A;A; (v — ¢) € s;
using Axiom A4 again, we get A;(A; (v — ¢) V —x) € s, ie., Ai(x = Ai(¢ — ¢)) € s. Now
A A (Y — @) NAi(x = Ai(p — ¢)) € s. From (x), we conclude that A; (¢ — ¢) € t. O

Theorem 31 (Completeness of CILL5). [Zol99] CILL5 is complete with respect to the class of all 5-
frames.

Proof. Define M€ as in Def. 17 w.r.t. CIL5. We only need to show that —¢ is Euclidean.

Given s,t,u € S°. Suppose that s —¢ ¢ and s —{ u, the only thing is to show that ¢ —¢ u. From
s —¢ t it follows that for some x such that =A;x € s and (x): for all ¢, Ajp A Aj(x = @) € s
implies ¢ € t. From s —¢ w it follows that for some v such that =A;1) € s and (x): for all ¢,
Ajp N Ai(1p — ¢) € simplies ¢ € u. To show t —¢ u, by definition of —¢, we need to prove that
there exists 6 such that:

1. =A;0 € ¢, and
2. forall o, Ajp A Aij(0 — @) € t implies ¢ € u.

We show Y is the desired 6.

For item 1: since ~A;x € s, first, by wAb, we have A;—A;x € s; second, by Axiom A5, we
get Aj(0A;x V ) € s, ie., Aj(x = —7A;x) € s. We have thus shown that A;—A;x A A;(x —
—A;X) € s, then by (%), we have =A;x € t.

For item 2: fixing a ¢, we assume that A;o A A;j(x — @) € t. We only need to show ¢ € wu.
Since Ajp € t, ie., 7A;p € t, by (x) we infer that A;—=A;p A Aj(x — —A;p) ¢ s. Using wAb
and Axiom A5 we deduce that =A;p ¢ s, ie., Ajp € s. Similarly, from A;(x — ¢) € t we
get Aj(x — ¢) € s, ie., Aj(-p — —x) € s. Then by Axiom ACon and —A;—x € s (since
—A;x € s), we have =A;(¢ — —x) € s. From Axiom ADis and the fact that A;p € s, it follows
that A;(—¢ — ) € s, i.e., Ai(¢p — ) € s. We have thus proved that A;p A A;(p — @) € s.
Therefore ¢ € u follows from (x). ]
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Theorem 32. CIL45 is complete with respect to the class of all 45-frames.

Proof. This follows directly from Theorems 30 and 31. The canonical model w.r.t. CL45 is both
transitive and Euclidean. 0

Actually, the same story applies to KD45-frames, with slight complication. Before we go into the
details, let us show the difficulty to arise. Although —§ (for every ¢ € I) is transitive and Euclidean
as shown, it cannot be guaranteed to be serial (see the remark preceding Thm. 26). Hence we need a
strategy to transform M€ into a serial model, retaining the properties of transitivity and Euclidicity,
while the value of every formula at each point in S€ is preserved.

Theorem 33. CIL45 is complete with respect to the class of all K'D45-frames.

Proof. Define MP as in Thm. 26. We only need to show —>? is transitive and Euclidean.

Transitivity: given any s,t,u € S¢, suppose that s —>? tand ¢ —>:-) u. If s # t and t # u, then
s —¢ tand t —§ u, and the proof thus continues similarly to Thm. 30, we can get s —¢ u, then
s —>? u. If s =t ort = u, then clearly s —>? U.

Euclidicity: Given any s,t,u € S¢, suppose that s —P t and s —P u. If s # ¢ and s # «, then
s —¢ tand s —¢ u, and the proof thus continues similarly to Thm. 31, we can get ¢ —{ u, then
t —>? u. If s =1t, clearly ¢ —>]i) u. The only case is s # t (thus s —¢ ¢) and s = u. This case implies
s —¢ u, otherwise s is an endpoint w.r.t. —¢, contrary to s —¢ t. Then the proof is reduced to the
first case, and we can get ¢ —>? U. O

Theorem 34. CILLS4 is complete with respect to the class of all S4-frames.

Proof. Define MT as Def. 27 w.r.t. CLS4. Given Thm. 29, we only need to show that — is transitive.
Now given s,t,u € 5S¢ and assume s —>;-r tand ¢ —>iT u, we need to show s —>;r u. Ifs=tort =u,
then by assumption, we get s _>;r u. Thus we consider the case s # ¢ and ¢ # u. Then s — ¢ and
t —¢ u. The proof for this case is the same as Thm. 30, as we can use A4 due to Prop. 23. O

Theorem 35. CLS5 is complete with respect to the class of all S5-frames.

Proof. Define MT as Def. 27 w.r.t. CLS5. Given Thm. 29, we only need to show that _>;r is Eu-
clidean. Now given s,t,u € 5S¢, and assume s —>;r t and s —>;-r u, we need to show ¢ —>Z-T u. If
s #tand s # u, then s —¢ t and s —¢ u, and the proof is the same as in Thm. 31, as we can use
A5 due to Prop. 23. If s = t, then by the assumption, we get ¢ —>Z-T u. The only case to consider is
s =wuand s # t (thus s —¢ 1), to show t —T u. Analogous to the corresponding proof of Thm. 31,
we can show that ~A;x € ¢ (item 1); for all ¢, suppose A;p A Aj(x — @) € t, we can derive
A= A Aij(—p — —x) A =A;—x € s, then using Axiom AT, we get —p € s, i.e., p € s, that s,
¢ € u (item 2). Thus ¢t —% u, therefore ¢ —>Z~T Uu. ]

6 Axiomatization over symmetric frames

The completeness proof of system CLLB (see Def. 21) over symmetric frames is quite involved, which
is worth presenting in a single section. As claimed in the footnote 6, unlike CIL and other systems
mentioned in Def. 21, NECA is admissible in CILIB — NECA. This means that CILB can be replaced
with CLB — NECA.

Proposition 36. NECA is admissible in CLB — NECA.”

"In the proof of this proposition, by abuse of notation, we use - ¢ to denote that ¢ is provable in CLB — NECA.
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Proof. Suppose that = ¢. Then by axiom AB, we have = A;((Ajp A Aij(@ — ) A =Ap) — T).
Then by TAUT and REA, we obtain - A; T. Using supposition and TAUT again, we deduce - ¢ <> T.
Then applying REA again, we get - A; <> A; T, thus - A;p. O

The following proposition states that M€ in Def. 17 is almost symmetric. Note that it is equivalent
to the multi-agent version of [FWvD14, Prop. 5.8], by using the definition of —¢ and the ‘only if’
part of Lemma 18.

Proposition 37. Forany s,t € S¢and anyi € I, if s —¢ t andt —¢ t’ for some t' € S€, thent —¢ s.
P y y i i i

Proof. Assume that s —§ ¢ and ¢ —¢ t’ for some ¢ € S¢ (thus ~A;x € t for some y), we need
to show ¢ —¢§ s. Suppose not, then there exists ¢ such that A;p A Aj(x — @) € tbut o & s
(thus = € s). Since s —¢ t, by definition, there is a ¢ such that =A;¢) € s and (%): for all 6 :
A0 N Ai(1p — 0) € simplies 6 € t. Thanks to AB, since ~¢ € s, we have A;((A;=p A Aij(—p —
—x) A A=) = b)) € sand A;(Ai—p A Ai(~p — —x) A 2A;—x) € 5.8 By A« and REA,
A (Ao NAi(x — @) AAX) AA((Aip AA(x — ) A=Ajx) = ) € s, finally we have
Ai=(Aip ANA (X = @) A2DX) ANA(Y — =(Aip AA(x — @) AAix)) € s. By (), we have
(Ao ANA(x — ¢) A=A x) € t, contradiction. O

Note that the canonical model in the unimodal case for CLB ([FWvD14, Def. 5.9]) cannot be
generalized into the multimodal case, since the dead ends therein are now relative to the agents. For
example, a dead end for agent j may be not a dead end for agent . Thus we need a new strategy to
turn M€ into a symmetric model, while unchanging the truth values of formulas.

The strategy is as follows. We enumerate all of the agents in I as 1,2, 3,--- ,m. Starting from
MO = M¢ (we may as well assume that M€ has run out of Prop. 37), we construct the desired model
(call it M™) in m steps. In each step we tackle the dead ends for that agent, i.e. the states which have
incoming but no outgoing transitions for that agent in the previous step, by replacing those dead ends
with some new copies of themselves such that each copy has only one incoming transition for that
agent and then adding the back arrows for the agent, while keeping all the arrows for the other agents
in place, with corresponding replacements for the dead ends. We have to provide that in each step,
the accessibility relation for that agent is symmetric (Lemma 44), and the symmetry of the previous
relation for a fixed agent is not broken (Lemma 45), which guarantee M™ to be symmetric (Prop.
43). Moreover, each step preserves the truth values of formulas (Prop. 46).

Before giving the formal definition of the canonical model of CLB, we first introduce some use-
ful notation. Let M" = (S" {—=!| i € I},V"). By M" we mean the obtained model from
M€ after the construction of n-th step. By —" (where n and ¢ may be equal) we mean the ac-
cessibility relation for agent i at n-th step. Usually, n ranges over [0, m] and ¢ ranges over [1,m]
unless mentioned particularly. By D, we mean the dead ends for agent n in M"™ !, formally
D, ={t|tesSls = tforsomes € S" landt -7 ! ¢fornot’ € S"1}. Let
D,, = S"!\D,,. For convenience, we rephrase the semantics of A;p in (M",s) as the follow-
ing:

M™ s E Ajp < forall t1,ty € S™, if s =} t1 and s —' L9, thenty F piff to F .

Definition 38 (Canonical model of CLB). The canonical model M™ of CLB is a tuple (S™, {—1"|
i €I}, f™, V™) defined by induction onn < m:

I R

8Note that if we let x be L in AB then we obtain a restriction of AB which will give us the latter under REA and A 3.
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e S"=D,U{(s,t)|t € Dyands—""1t}
o s =7t iff one of the following cases holds:
1. s te D,, and s —>ﬁ_1 t,
2. s€Dyandt = (s,s") € S,
3. t€ Dyands = (t,t)eS™
o Fori #n, s = t iff one of the following cases holds:
1. s,t €D, and s _>7.l_1 t,
2. s€Dyandt = (s",s') € S"and s —!
3. t€Dypands=t"t)e S andt' —
4. 5= (w,v) € S"andt = (w',v'") € S" and v ="' .

n—1
7 S’
n—1
'L t,

o " lisafunction from S" to S™ such that f**1(s) = sfors € D11, and f*1((s,t)) =t
for (s,t) € S™H1L,

o VOp)={se€S|pestand V" i(p) ={s € S"" | fr(s) € V"(p)}

It is instructive to give a concrete example, as below.

IN L AN L

2 p2 ((s.,u), (5.) 5— (5,u)

The above sequence of models M%(= M€), M', M? (in order) indicates how to turn a non-
symmetric model into a symmetric model, in two steps. In Step 1, we tackle the dead ends for agent 1.
We can see that the dead ends for that agent in MO consist of ¢ and u, moreover, s —{ ¢ and s —9 u
hence the states ¢ and u (in M) are replaced by the copies (s,t) and (s, u) (in M?) respectively,
such that each copy has only one incoming transition for agent 1, and then add the back arrows for
that agent. At the same time, all the arrows for the other agents (agent 2, for that matter) are kept in
place, with corresponding replacements for the dead ends. The similar analysis goes with Step 2.

First, Propositions 39—41 indicate the properties of functions f™*1.
Proposition 39. For every n € [0,m — 1], f**1 is surjective.

Proof. Given any t € S", we need to show that there exists v € S"*! such that f"*1(u) = t.

If t € D, 1, then by definition, we have f"*1(¢t) = t,and t € S"*1;if t € D, 1, by definition
of Dy 11, there exists s € S™ such that s —7,; ¢, thus (s,t) € S+ then the definition of f"+!
implies f"*!((s,t)) = t. Either case implies that there exists v € S"*! such that f**!(u) =¢t. O

Proposition 40. [Preservation] Given any s,t € S"TL If frl(s) =1 foTL(t), then
1 Ifi#n+1, thens =Tt

2. Ifi = n+ 1, then for some t' € S" ' such that s =7 ' and fr+1(t) = frri(t).
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Proof. Suppose that fT1(s) — frri(t).
For 1: assume that ¢ # n + 1. Consider four cases:

e 5,6 € Dyy1. Then f™1(s) = sand f"*'(t) = t. Thus s —7 t, hence s =71 ¢.

e s€ Dpyrandt & Dyyy. Thent = (u/,u) € S (thus f*TL(¢) = u) and f*Ti(s) = s.

From supposition it follows that s —7' u, thus s %?H t.

e tcDyirands ¢ Dyyq. Then f"H1(t) =tand s = (v/,u) € S*1, thus f"+1(s) = u. From

supposition it follows that v —7' ¢, thus s —>;‘+1 t.

e s,;t ¢ Dyi1. Then s = (w,v) € S""andt = (w',0v') € S, thus fF1(s) = v and

S™t(t) = v'. By supposition, v — ¢/, thus s _>2L+1 ‘.

For 2: assume that 7 = n 4 1. Similarly, consider four cases: case 1 is similar to the previous item
1, cases 3 and 4 will lead to contradictions to the supposition. The non-trivial case is case 2, i.e.,
8 € Dpt1and t ¢ Dyiq. Let f*71(t) = u and we have s —7 u since f""!(s) = s. Then
(s,u) € S"F1, thus s =7t (s,u), moreover, f"(t) = u = f"*1((s,u)). Note that ¢ may not be
the same as (s, u). O

Proposition 41. [No Miracle] Given any s,t € S"1.,
1 Ifi #n+1, then s =" timplies f"1(s) =7 ().
2. Ifi=n+lands € Dy, then s =1 timplies fr+(s) =7 foH(¢).
Proof. For 1: assume that i £ n + 1 and s —>?+1 t. By definition, we consider four cases:
e s,t € D,y and s -7 t. Then f"1(s) = sand f**1(t) =t, thus f**1(s) =7 fr+i(¢).

e sc€Dyiandt = (s",s') € S"Land s =7 §'. Then f"l(s) = sand f**1(t) = &, thus
FH(s) 0 ),

t)
et € Dyyqands = (¢",¢') € S""Land t' -7 t. Then f"l(s) = ¢’ and f"L(t) = ¢, thus
Fri(s) =7 o).

e 5= (w,v) € S"andt = (w',v') € S and v =7 v/. Then f"(s) = vand f"(¢t) =
v, thus fT1(s) =2 i),

For 2: suppose thati = n + 1, s € D, 41 and s —>?+1 t. Ift € Dyyq and s — t, then clearly
o (s) = f7r(t); otherwise if t = (s,5") € S™H, then s =7, &, ie., [T (s) = f*H(¢).
O

The proposition below states that —7" is almost symmetric, which is a generalization of Prop. 37.
Proposition 42. Foralln € [0,m], if s,t € S™, s = t and t =} t' for some t' € S", then t =1 s.

Proof. By induction on n. The base case holds by Prop. 37. Suppose the statement holds for the case
n = k. Consider the case n = k 4 1. Assume that s,t € S¥*1, s —*1 ¢ and t =¥ ¢ for some
t' € S**1 to show ¢ —>f+1 s.

If i = k + 1, then by definition, we need to consider the following cases:

® st € Dk+1- Then by Prop. 41.2, fk+1(3) _)f ka(t) _>§ fk+1(t’), ie. _>§ ; —>§
FEHLA). By TH, t —F 5. Thus t =51 s,
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k+1

+1
k+1° S

e s€ Dy andt = (s,s') € S¥*. From item 3 of the definition of —"1, we have t —~

o t € Dyyyand s = (t,¢") € S¥+1. From item 2 of the definition of =11, we have t =" s.

If i # k + 1, by Prop. 41.1, we have fkT1(s) =k fi+i(p) ok fAH1), By IH, fA+1(t) —F
fF*1(s). Then by Prop. 40.1,t =51 5. 0

The model M™ is indeed symmetric: at the m-th step, all relations —}" are symmetric.
Proposition 43. M is symmetric. That is, for all i € [1,m], =" is symmetric.

To show the above proposition, we show that (a) every relation —,, at n-th step is symmetric, and
(b) the property of symmetry is preserved at every step of construction.

Lemma 44. For every n € [1,m|, —! is symmetric.

Proof. Given any s,t € S", suppose that s — ¢, we need to show that ¢t —' s. From the supposition
and the definition of —7!, we consider three cases:

e s,t € Dyands —>Z‘1 t (thus s,t € 8™ 1). Since t € D,,, it follows that ¢ ¢ D,,. By definition
of D,,, we have t —"~! ¢ for some ¢ € S"~1, thus t ="' s by Prop. 42. Therefore t —7 s.

e s€ Dyandt = (s,s') € S™. By item 3 of the definition of —7, we have t —" s.

e t € D,and s = (t,t') € S™. By item 2 of the definition of —7, we have t —7 s.

+1

Lemma 45. If =7 is symmetric, then ="~ is also symmetric.

Proof. Suppose that —7' is symmetric. Assume that s,? € S+ with s —>?+1 t. We need to show
that ¢ —>;‘+1 s. The case for ¢ = n + 1 is shown in Lemma 44. If ¢ # n + 1, then by Prop. 41.1,
fH(s) =7 fmFLl(t). By supposition, we have f"*1(t) = f"*1(s). By Prop. 40.1, we conclude
that ¢ —>§l+1 S. O

Thus we complete the proof of Prop. 43. We next show that at every step of construction, the truth
values of formulas are unchanged.

Proposition 46. For any n € [0,m — 1], any s € S"Y, and any ¢ € CL,

ML sk @ = M", fP(s) E .
Proof. Given s € S"T!. By induction on ¢, we only consider the non-trivial cases ¢ = p € P and
o = Ay

e o = p € P. By definition of V", M""l s E piff s € V"FL(p)iff f7Ti(s) € V" (p) iff
M, [ (s) F p.

o o = Ayh. We show that M1 s £ Ajp <= M™, fH1(s) E Apb.

=: Suppose that M"+1 s £ A;1, then there exist 1, t such that s —>?+1 t1 and s —>?+1 to
and t1 F ¢ and to ¥ 9. Ifi = n+ 1and s ¢ D,,1, then by definition of —>Zi} we have
s = (t1,t}) = (t2,t,), thent; = t9, contradiction. Thusi # n+1lor (i = n+1land s € Dyy1).

In these two cases, by Prop. 41, we have f""1(s) = f"*1(¢1) and f*1(s) =7 frtl(ty);
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by t1 F 1 and t ¥ + and IH, we obtain that f"T1(¢;) F ¢ and f"T1(t3) ¥ 1. Therefore
ML (s) B A

«: Suppose that M™, f"F1(s) ¥ A1, then there exist u; and ug such that f**1(s) =2 uy
and f"1(s) =™ uy and u; F 1 and ug ¥ 1. Since f™*1 is surjective (Prop. 39), we have
up = fPH(t1) and ug = f*TL(ty) for some t1,ty € S™HL, thus f7l(s) =7 f7F1(¢)) and
frH(s) =7 frH(ta). By Prop. 40, there exist ¢}, t} such that s —7 1 ] and s —7*! ¢} and
) = T (t) and fPTL(t) = fH(t2). From u; F v and ug ¥ 9 and IH, we can get
ty E 1 and th ¥ 1, respectively. M1 s A1),

O

Define f = f'o f20---0 f™. By Prop. 39, it is easy to show that f : S™ — SY is surjective.
From Lemma 18 and Prop. 46, we have:

Lemma 47. Forany s € S™ and any ¢ € CL, we have M™ s E ¢ iff ¢ € f(s).

Asevery u € S¢ = SY is an image of some s € S™ under f, each maximal consistent set is
satisfiable in M", which implies the completeness theorem based on Prop. 43.

Theorem 48 (Soundness and Completeness of CILB). CILB is sound and complete with respect to the
class of symmetric frames.

7 Contingency logic with announcements

In this section we add public announcement modalities to contingency logic. We will first give the
language and its semantics, and then propose an axiomatization that can be shown to be complete
because all formulas with announcements are provably equivalent to formulas without announcements
(the proof system defines a rewrite procedure). We will give a case study of muddy children puzzle in
this section, and a case study of gossip protocols in the next section, both in the ‘knowing whether’
setting, where the accessability relations are confined to equivalence relations.

Definition 49 (Language CLA). The language of CLA is obtained by adding an inductive clause [¢]p
to the construction of the language CL (see Def. 1).

The formula [¢]1) says that “after every truthfully public announcement of ¢, 1) holds”.

Definition 50. Let M = (S,{—!| i € I}, V) be a model and ¢,v € CLA. The semantics of public
announcement is as follows.

M, sE ol & M, sk pimplies M|y, s E

where M|, = (8", {—=!| i € I},V') is such that ' = {s € S | M,s E ¢}, =, = =N (5 x 5'),
andV'(p) =V (p)NnS".

Unlike CL, the logic CLA is not closed under uniform substitution. For instance, p — [q]p
is valid, but =A;q — [¢]-A;q is not valid, as demonstrated by the following example, wherein

22



M, s fE =Aiq = [q]=Dig.

|
=2 M s:iq—i—>q

This is the reason why the proof system below must contain formula variables (schematic formulas)
instead of propositional variables, and also for that reason we have presented the proof system CL in
the same way.

Definition 51 (Proof system CILA). The proof system CLA is the extension of CIL (Def. 13) with the
following reduction axioms for announcements.’

icoM  [@](¥ A x) < ([l Ale)x)
11 el[Y]x < [ A [plY]x
IA OlA) < (9 = (Ailelv V A[p] 1))

Proposition 52 (Soundness). CILA is sound with respect to the class of all frames.

Proof. We only consider the non-trivial axiom schema !A.

Left-to-right: Given any model M = (S,{—;| ¢ € I}, V') based on a frame and s € .S, assume
that M, s E [p]A;1). We now need to show that M, s E ¢ — (A;[p]Y V Ai[p]—). For this,
suppose M, s E ¢, to show M,s E A;[p] V Aj[p]—1. By reductio ad absurdum we suppose
M, s B Ailp| vV Aile]—1. Then M, s B A;p]y and M, s ¥ A;[p]—1). That is to say, there exist
t,t’ € S suchthat s —; t,s —; t' and t F [p], ¢ E —[p] and, there exist u,u’ € S such that
s =i u,s —; v and u F [¢]=, v’ E =[p]—p. It follows that M, t' E ¢ and M|,,t" E -1 from
t'E =[ely, and M, v’ E p and M|, v E 9 from o' E =[p]—1, where M|, is defined as Definition
50. Moreover, we have s — t/,s =% v’ in M|, because M,s F ¢, M,t' E p, M,u’' F ¢ and
s =i t',s —; u'. Then M|, s ¥ A1), contradicting the assumption M, s E [¢]A;¢) and M, s F ¢.

Right-to-left: Assume M, s E . First consider the case that M, s E A;[p]. Then, either for all
t with s —; t we have M, t F [¢]¢ or for all ¢ with s —; t we have M, ¢t E —[p]t. In the first case,
with M, s F ¢, we get for all ¢ with s — t, M|, t F 1. In the second case, with M, s ¢, we get
for all ¢ with s —/ t, M|,,t & —1). In either subcase we both get M|,, s E A;1p. Now consider the
case that M, s E A;[p]—1). Similarly, in this case we can also get M|, s F A;1p. Therefore we can
conclude that M, s = [p] A2 O

The logic CLA is equally expressive as CL, as the axiomatization induces a rewrite procedure. By
defining a suitable complexity, we can rewrite every formula in CLA as a logically equivalent formula
of CL of lower complexity, and the rewriting will terminate eventually, thus the completeness of CILA
follows from that of CIL (see [vDvdHKO07, WC13] for this reduction technique).

"We can replace axiom !! with the rule Sub for formulas of the form [p]v); the similar argument goes for the axiom AA
and formulas of the form [M, s]¢ in Def. 60. C.f. [WC13].
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Theorem 53 (Completeness of CILA). CILA is complete with respect to the class K of all frames.

As axiomatization CILA gives a translation of CLA into CL, and CL is decidable (Prop. 20), the
contingency logic with announcements is also decidable.

Proposition 54. CLA is decidable.

We can also consider the contingency logic with announcements on other frame classes, where our
main interest is the class of S5 frames. The expressivity of contingency logics for other frame classes
also does not change by adding the announcement operators, as the reduction axioms still allow every
formula to be rewritten to an equivalent expression without announcements (so, a fortiori, this also
holds for theorems of those logics).

Theorem 55. Consider the proof system CILASS that extends CILA with AT and wAb. CILAS5 is
complete with respect to the class of S5-frames.

Example 56. The muddy children puzzle [MDHS86] can be formalized in terms of knowing whether.
Children learn whether they are muddy by repeating the action of ‘not stepping forward’ which cor-
responds to the announcement ‘nobody knows whether he is muddy’. Assume there are n children,
of which k < n are muddy. Let propositional variable m; denote “i has mud on his forehead”, let
M., be the model encoding the uncertainty, and let k be a world in that model where k children are
muddy (child 1 to child k). The informative development for n = 3 and k = 2 is illustrated below.
The announcement ‘there is at least one muddy child’ is formalized by \/\_, m; and ‘nobody knows
whether he is muddy’ by \;_, Vim;. We can now observe the following validities'"—let for any o,
(1% =g ¥ and [p]" 1 =4 [@][p]™, and w.L.o.g. assume that the first k children are muddy.

M,k E V2 mil N2 Vz‘mi]k_lﬁ({c\?zl Vim)
Mo,k E Vi ma] [Ny vimi]k_l(/\lzc‘:l Aimi N N g Vimi)
M, kE [\/?:1 m;] [/\?:1 vimi]k_l[/\izl Aim] /\:‘L:k+1 Aimi

a 111 011 a 111 011 a 111

/ / / 7/ 7/
C C C C C
7/ 7 / 7 7/
010 ——a 110 010 ——a 110 110 110
‘ b b
b ‘ b ‘ b
001 a—|— 101 001 a—|— 101 101
/ / 7/
C C C
7/ 7/ 7/
000 a 100 100

8 Contingency logic with action models

In this section we extend contingency logic with public announcements to contingency logic with
more general forms of information change called action models [BMS98]. We will first give the
language and its semantics, and then propose an axiomatization, which indicates the obtained logic
is equally expressive as contingency logic. We denote the language of contingency logic with action
models by CLAM.

"Note that the higher-order ‘knowing whether’ is hidden in the announcements: when the formulas with announce-
ments are translated into formulas without announcements, there will be higher-order ‘knowing whether’, such as ‘a knows
whether b knows whether my’.
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Definition 57 (Language CLAM). The language of CLAM is defined recursively by:

pu= Tlpl-p|(@eAe)]Aip]a]e
az= (M,s) ]| (aUa)

Where p € P, i € I, and (M, s) is a pointed action model, where M = (S,{—i| i € I}, pre) with
s € S and S is a finite set of action points, for all i € I, —; is a binary relation on S, and pre is a
precondition function from S to CLAM.

The formula [« says that “after every execution of the action «, ¢ holds”.

Definition 58 (Composition of action models). Given two action models M = (S, {—| i € I}, pre)
and M' = (S',{—{| i € I'}, pre’). Then their composition (M; M’) is the action model
(8", {=Y|ieI},pre”) where

S x §
s —itands’ —it
(M, s)pre(s’)

S//
(s,s) = (t,t))
pre’(s,s’)

g

Definition 59. Given a Kripke model M = (S,{—| i € I}, V'), an actionmodel M = (S, {—| i € I}, pre),
a formula p € CLAM, and an action . The semantics of CLAM is as follows (we only consider the

new cases):
M, s E [a]p & forall(M',s') 1 (M, s) == (M, s') implies M, s' E ¢
(M, s) Ms (M')s) & M,sEpre(s)and (M’ s') = (M @M, (s,s))
o = Ly

where M = M ® M is the update product of Kripke model M and action model M, defined as
(8", {="1 i eI}, V') with

S’ = {(s,s)|s€ S,seSand M, s F pre(s)}

(s,8) =i (t,t) < s—;tands —;t

)

(s,8) e V'(p) < seV(p), forallpeP

Definition 60 (Proof system CILAM). The proof system CILAM is the extension of CIL with the
Jfollowing reduction axioms for action models.

ATOP [M,s|T < T

AATOM [M,s]p <> (pre(s) — p)

ANEG  [M,s]-¢ <> (pre(s) — —[M,s]y)

AcoM  [M,sl(p AY) < ([M,s]e A M, s|y)

AA [M, s]Azi) < (pre(s) — Ay (Ai[M, t] vV A M, t] 1))
AA [M, s][M, 8] <+ [(M, s); (M, 8") o

AC [aU Ble < ([ale A [Blp)

Proposition 61 (Soundness). CILAM is sound with respect to the class IC of all frames.

Proof. We only need to consider the non-trivial axiom schema AA. Given any model M = (S, {—;]
iel},V)ands € S.

Left-to-right: assume that M,s F [M,s]A;i). We only need to show M,s F pre(s) —
/\S_nt(AZ-[M,tW\/AZ- [M, t]—)). For this, suppose M, s F pre(s), to show M, s E A (A;[M, t]ypVv

s—it
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A;[M, t]—¢). By reductio and absurdum we suppose that for some t such that s —; t and M, s ¥
A Mty VvV A;[M, t]—1). That is to say, there exist ¢, € S such that s —; t,s —; ¢’ and
t E [M,t]y,t" E —[M,t]¢ and, there exist u,u’ € S such that s —; u,s —; « and u E
M, t]=¢, v’ E —=[M,t]. It follows that M, ¢ F pre(t) and (M @ M, (t',t)) F —¢ from
t' E =[M, t]y), and M, v’ E pre(t) and (M @M, (v, t)) E ¢ from v’ E =[M, t]—). By s —; t and
s —; t' and s —; v/ we get (s,s) =} (¢/,t) and (s,s) —/ (¢, t), and then (M @ M, (s,s)) ¥ A1),
contracting to M, s F [M, s|A;1) and M, s  pre(s).

Right-to-left: assume that M, s F pre(s) and let t satisfy s —; t. First consider the case that
M, s E A;[M, t]ip. Then either for all ¢ with s —; t we have M, t E [M, t] or for all ¢ with s —; ¢
we have Mt E —[M, t]¢). In the first case, we get for all ¢ such that s —; ¢t and M, ¢ F pre(t),
(M @M, (t,t)) F 1, thus we have for all (¢,t): (s,s) — (¢,t) implies (M @ M, (¢,t)) F 9. In the
second case, we get for all (¢,t): (s,s) —/ (¢,t) implies (M ® M, (¢,t)) E . In either subcase
we get (M ® M, (s,s)) E A;1. Now consider the case that M, s £ A;[M, t]—. Similarly, in this
case we can get (M ® M, (s,s)) F A;i. Then we can conclude that M, s F [M, s]A;1). O

Similar to the logic CLA, CLAM is equally expressive as CL, as the axiomatization induces a
rewrite procedure. By defining a suitable complexity, we can rewrite every formula in CLAM as a
logically equivalent formula of CL of lower complexity, and the rewriting will terminate eventually,
thus we get the completeness of CLAM from that of CL.

Theorem 62 (Completeness of CLAM). CILAM is complete with respect to the class K of all frames.

Similar to the analysis preceding Thm. 55, we can obtain the complete axiomatizations on other
frame classes, especially on §5. Due to the fact that CLAM is equally expressive as CL, and CL is
decidable, we have the logics CLAM, CLA and CL are all equally expressive, and

Proposition 63. Contingency logic with action models CLAM is decidable.

Example 64. In epistemic logical treatments of gossip protocols [WSvElI, AvDGvdH14], agents
exchange information by telephone calls. We can assume calls ij between agents i and j are calls of
type ab™ in [AvDGvdH14]. Initially, every agent only knows (the value of) a single secret, and agents
exchange all the secrets they know when they call each other, and non-callers can observe the callers
but not hear the secrets being exchanged. We can also assume such secrets are propositional, that is,
they have binary values (0 and 1). For three agents a, b, c with secrets mq, my and m., a sequence
to distribute all secrets is ab; bc; ac, which makes all agents know all secrets. The initial model M"
of uncertainty is much like the initial model of uncertainty for muddy children: in muddy children
you only know the secrets (muddy or not muddy) of everybody else, in gossip you only know your
own secret. We can now say that M3 |= [ab; be; ac] Nictaper Njetapey Dimj. Below we depict the
informative consequences of the call sequence ab; bc; ac in the initial model M?3. The action model of
the Ist call ab has four points, with preconditions for the four valuations of mg and my, with identity
relation for a,b and the universal relation for c. The action models of 2nd and 3rd calls have both
eight points, with preconditions for the eight valuations of mg, mpy, and me.

011 be 111 011 c 111 011 111 011 111
/ab/ /ab/ /ab/ ‘ /ab/ /0«/ /0«/
010 ‘ be 110 010 ¢ 110 010 110 010 110
ac ac ¢ c
ac ac c
001 be—|— 101 001 c—|— 101 001 101 001 101
/ab/ /ab/ /ab/ /ab/ /0«/ /0«/
000 be 100 000 c 100 000 100 000 100
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9 Comparison with the literature

As mentioned in the introduction, [Hum95, Kuh95, Zol99] successively provide axiomatizations for
contingency logic on various frame classes and prove the completeness, except for symmetric frames.
Humberstone [Hum95] provides an infinitary axiomatization NC over arbitrary frames, with infinitely
many rules (NCR),. This system is simplified as KA in [Kuh95].!" Zolin [Z0199] modifies KA to
make it similar to the minimal modal logic. It is a must to compare our axiomatizations and proof
method with the literature on contingency logic and the logic of ignorance.

To show the completeness, the existing work all adopt the canonical model construction method,
where the key part is to define a suitable canonical relation. In order to simulate the canonical re-
lation in modal logic, Humberstone defines a complicated function A from maximal consistent sets
to the subsets of CL, by A(s) = {¢ | Ap € sandforall ¢, ¢ — v implies Ay € s}, which is
responsible for the infinitary axiomatization, and the canonical relation is defined by sR°t just in case
A(s) C t. The rather complicated proof also requires Konig’s Lemma. Kuhn ingeniously simplifies
the definition of A, by setting A(s) = {¢ | for every ¢, A(p V ¢) € s}, which makes the complete-
ness proof much easier than the method used in [Hum95]. Zolin defines a function # from maximal
consistent sets to the subsets of CL, as f(s) = {¢ | Ky C s}, where K = {A(¢p — ¢) | ¢ € CL}.
Note that Kuhn’s A\ and Zolin’s f are the same function, in the sense that for all maximal consistent
sets s, #(s) = A(s), as one can show.

Our system CL is closest to Kuhn’s KA, except that our axiom ACon differs from axiom Ap A
V(p A ) — Vi) there. However, our proof method is based on the almost-definability schema
AD (Prop. 9), which is very different from the methods of Kuhn (Humberstone, Zolin and other
researchers). The idea of AD also inspired a notion of bisimulation for CL (called ‘A-bisimulation’),
which is used to characterize the expressive power of CL within modal logic and within first-order
logic; more precisely, a modal formula (resp. a first-order formula) is equivalent to a CL-formula iff
it is invariant under A-bisimulation [FWvD14]. Kuhn’s method has its limitations, since the necessity
operator, defined by My =qr A,ccr, Alp V ¢), is not really . For instance, ¢ — XK= K ¢
is not valid on the class of symmetric frames, as observed in [Zol01]. Besides, as Humberstone
questioned in [HumO2, page 118], the canonical relations in [Kuh95, Zol99] at least do not apply to
the reflexive frames, a fortiori, they do not apply to the symmetric frames. Comparatively, we really
define necessity in terms of contingency in the general sense, and our method can work for all the usual
frame properties in a rather uniform fashion, among which the case for symmetric axiomatization is
highly non-trivial. Moreover, we extend the results to public announcements and action models, which
were not discussed in the literature of contingency logic.

Apparently unaware of the literature of contingency logic, [vdHL03, vdHLO04] give a complete
axiomatization of a logic of ignorance with primitive modal construct I, for ‘the agent is ignorant
about ¢’. If an agent is ignorant about ¢, she does not know whether ¢, so Iy is definable as =Ap.
Their axiomatization Ig is shown in Def. 65, wherein we have replaced I by —A,. It is different
from ours. Now it is of course a matter of taste whether one prefers the system CIL over CL (page
8) or the one below, but we tend to find ours simpler, e.g. with respect to the axioms I3 and I4
below. Although motivated in an epistemic setting, [vdHLO3, vdHL04] axiomatize CL over the class
of arbitrary frames.

MAs pointed out by George Schumm in the review of [Kuh95], Kuhn miswrote KA on p. 231 as K4A (see [Kuh96]).
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Definition 65 (Axiomatization Ig [vdHLO3, vdHLO04]).

I0 Allinstances of propositional tautologies

I1 “Ajp & A

12 ﬁAl((p VAN w) = A VoA

I3 (Az(p VAN —\Ai()ﬁ VAN QO) VAN Al(go — 1/}) AN _\Ai(XQ VAN (QD — ¢))) — A A _‘Ai(Xl AN ¢)
T4 A A=A = 2A(XAY) V 2A(X A )

RI  From g infer Ajp N\ (mAix = ~Ai(x A @))

MP  Modus Ponens

Sub Substitution of equivalents

Since both systems are complete, their axioms and inference rules are interderivable with ours,
while the details of the direct proofs of the interderivability are omitted.

Proposition 66. All the axioms of 1g are provable in CLL and all the rules of 1g are admissible in CL,
and vice versa.

The proof system Ig is also extended with an axiom G4, which we present in terms of A;:
A = (Bip A=A Ax) = Bi(Aip A=A(X A @) A=Bi(Aip A=A Ax) AX) )

It is then claimed that Ig + G4 is a complete axiomatization of the logic of ignorance over transitive
frames [vdHLO4, Lemma 4.2]. Unfortunately, G4 is invalid, thus the system is not sound. Consider

this countermodel M
/_> tl : p bl q

and the formula
—Aip = (Aig A Ai (g Ap) — Ai(Aig A=Ai(p A q)) A=Di(Aig A—Ai(g Ap) Ap))

Observe s F —=A;p and s F Ajg A =A;(q A p). Then, note that s ¥ A;(A;g A =Ai(p A q)) (take u
and ¢ as two witnesses), thus s F A;(Aig A =Ai(p A q)) A=A (Aig A=A (g A p) A p). Therefore,
this formula is false in state s of this model M, which invalidates G4.'”

In this paper, we advanced the research beyond [vdHL04] by proving expressivity results and more
undefinability results. And more importantly, apart from correctly axiomatizing contingency logic
over transitive frames (the system CIL4), we also axiomatized CL on various other frame classes,
which was considered hard in [vdHLO4]. Further, we extended contingency logic with public an-
nouncements and with action models, and gave complete axiomatization for these extensions.

Another recent work on a logic of ignorance is [Ste08]. The author gives a topological semantics
for the logic of ignorance and completely axiomatizes it by the following proof system LB (we have
replaced the non-standard notation [ in [Ste08] by A;):

2Confirmed by the authors of [vdHL04] by personal communication.
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Definition 67 (Axiomatization LB).

TAUT Allinstances of propositional tautologies

N AT T

Z Ajp < Ajmp

R Ao AN A — Az((p/\lb)

WM From Ajp N\ o — Y infer Ajp N o — ANjp N
MP Modus Ponens

Sub  Substitution of equivalents

This proof system is equivalent to our system CLS4 for CL over S4-frames in the following sense.

Proposition 68. All the axioms of LB are provable in CILS4 and all the rules of LB are admissible
in CLLS4, and vise versa.

Proof. We show that WM is admissible in CLLS4.'® Other proofs are omitted.

Suppose that = A;ip A @ — 1), we need to show that - A; A ¢ — Ajtp A1), By supposition and
NECA, we have - A;(A;p A ¢ — ). Using AT, we can get b (A;0 A o) A Ai(Ajp A ) = A
Moreover, we can show = A;p A ¢ — A;(Ajp A p) as follows: by TAUT, we obtain - A;p —
(¢ = Ajp A @), then NECA implies - A;(A;o — (¢ — Ajp A @)). Using AT twice, we can get
F Ao ANA A Ao ADAjp — Ai(Ajp A ). From wA4 it follows that = A;o — A; A, thus
FAp Ao — Ai(Aijp A @), and then F A;p A ¢ — A1), By supposition again, we conclude that
F Ao Ao — Ajp A, as desired. ]

Unlike Prop. 66, Prop. 68 cannot be obtained using the completeness of both systems, since the
semantics of the two logics are different. Compared to CLS4, the axioms of LB are simpler, while
the rules are more complicated (WM is clearly a complex derivation rule, and in CILS4 the rule Sub is
admissible instead). It is again a matter of taste which system is preferable. Nevertheless, the above
result also shows that the topological semantics in [Ste08] is equivalent to our Kripke semantics over
S4-frames, modulo validity. But note that the axiomatization and completeness results in [Ste08]
seem unable to apply to or be easily adapted to the weaker systems than CILS4, since WM is crucial to
obtain a topology.

10 Conclusions and further research

In this paper, we showed that necessity is almost definable in terms of contingency, which is demon-
strated by the almost-definability schema AD: V;x — (;¢ <> Ajo A Aij(x — ¢)). Inspired by the
schema, we axiomatized the contingency logic over various frames, via an intuitive and rather uni-
form method. The axiomatization for (multi-agent) B and its completeness proof, which are missing
in the literature, are highly non-trivial. The other axiomatizations and their proofs are different from
the existing ones in literature. We also axiomatized contingency logic with public announcements and
action models, and demonstrated that the two logics are both equally expressive as CL. We also illus-
trated that, by only using the weaker operator ‘knowing whether’ rather than ‘knowing that’, muddy
children puzzle and gossip protocols can be expressed more succinctly and naturally.

We compared our work to the literature on contingency logic and the literature on the logic of
ignorance. As for the completeness proof methods, we argued that our almost-definability-based
method is better than the existing methods on contingency logic, in the sense that it is more intuitive

3Here again, by abuse of notation, we use - to denote Fcysa.
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and, more importantly, it can deal with all the usual frame classes, which does not hold for the methods
in the literature. Among our results, we characterized a logic of opinionatedness (Thm. 33) and a
logic of knowing whether (Thm. 35), where A;p are read ‘i is opinionated as to whether ¢’ and
‘2 knows whether ’, respectively. We also discussed the literature on ignorance logic, showed the
interderivability between our CLL and Ig, and between CILS4 and LB, proved that the proof system
Ig + G4 in [vdHLO04] is not sound over transitive frames, and we gave a correct axiomatization for it.

We systematically compared the expressivity between CL and ML: CL is less expressive than ML
over model classes /C, D, 3,4, and 5. It is equally expressive as ML over 7 (and classes contained
in T, such as §4 and S5). Besides, by using methods different from the ones in the literature, we
proved that the frame classes D, T, BB, 4, and 5 are not definable in CL, and showed that CIL + wA4
and CL + wAb are incomplete w.r.t. transitive frames and Euclidean frames, respectively.

There are a lot of directions for further research. Here we list some of them.

e As mentioned in the introduction, ‘knowing whether’ seems to be a natural modality which can
express things succinctly. It is shown in [vDFvdHI14] that CL is exponentially more succinct
than ML on KC. We conjecture that CL over &5 is also exponentially more succinct than ML
if there are at least two agents. The computational complexity of contingency logics is also left
for future work.

e The comparison with [Ste08] demonstrates that the same logic may be obtained by different
semantics based on different models. The undefinability of frame properties suggests that the
Kripke semantics may not be the best semantics for contingency logic. We intend to investigate
neighbourhood semantics and other weaker semantics for CL.

e We consider adding group operators for knowing-whether (or ignorance) to the language. There
are various options to define such group operators. Is a group G ignorant of ¢ if, when defining
the accessibility relation for G as the transitive closure of the union of all relations, both a state
where ¢ is true and a state where ¢ is false are group-accessible? Or should all agents consider
states possible where ¢ is true and where ¢ is false, and then we ‘simply’ take Kleene-iteration
of that? There are yet other ways to define group ignorance, and the notion of group ignorance
is under close scrutiny in formal epistemology [Han11, Hen10].

e We consider adding arbitrary announcement operators [BBvD'08] to knowing-whether logic.
One can then express, for example, that after any announcement agent ¢ remains ignorant. This
addition becomes more challenging if one then removes the announcement operators from the
logical language and defines the arbitrary announcement by modally definable model restric-
tions.

e We combine knowing-whether logic with planning. One can investigate one planning called
‘knowing-whether planning’, where the goal formula is of the form A;¢, expressing that agent ¢
knows whether ¢, rather than stronger [;, which expresses that agent 7 knows that . (Similar
idea is mentioned in [PB04])

e There are other interesting epistemic modalities beyond ‘knowing that’, such as ‘knowing
what’, ‘knowing who’, ‘knowing how’ and so on. In particular, ‘knowing whether’ can be
viewed as a special case of ‘knowing what’: knowing whether ¢ is knowing what the truth
value of ¢ is. Such new operators deserve further logical investigations (cf. [WF13, WF14]).
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