**浅层句法分析方法综述**

**摘要** ：浅层句法分析是自然语言处理领域出现的一个重要的语言处理策略。它不要求得到完全的句法分析树,只要求识别其中的某些结构相对简单的成分。它将句法分析分解为两个子任务：（1）语块的识别和分析（2）语块之间的依附关系分析。浅层句法分析的首要任务是语块的识别和分析。本文着重介绍英语浅层句法分析中所应用的一些技术，包括基于统计的方法和基于规则的方法。
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**1.引言**

浅层句法分析，也叫部分句法分析或语块分析,是近年来 自然语言处理领域 出现的一个新的语言处理策略。它是跟完全句法分析相对的。传统的句法分析要求通过一系列分析过程，最终得到句子的完整的句法树。而浅层句法分析则不要求得到完全的句法分析树它只要求识别其中的某些结构相对简单的成分如非递归的名词短语、动词短语等。这些识别出来的结构通常被称作语块，语块和短语这两个概念可以换用。浅层句法分析的结果并不是一棵完整的句法树，但各个语块是完整句法树的一个子图,只要加上语块之间的依附关系,就可以构成完整的句法树。所以浅层句法分析将句法分析分解为两个子任务语块的识别和分析语块之间的依附关系分析。浅层句法分析的主要任务是语块的识别和分析。这样就使句法分析的任务在某种程度上得到简化,同时也有利于句法分析技术在大规模真实文本处理系统中迅速得到应用。概括起来,句法分析的方法基本上可以分成两类基于统计的方法和基于规则的方法。当然也可以采用规则和统计相结合的混合方法。下面第2节介绍基于统计的方法,第3节介绍基于规则的方法。

**2. 基于统计的方法**

近年来,随着语料库技术的发展,许多统计方法被用在短语识别和分析上。这些方法主要来自概率统计和信息论,以下介绍其中影响较大的几种方法：（1）基于隐马尔科夫模型的方法（2）互信息方法护（3）统计方法（4）基于中心词依存概率的方法。

**2.1 基于隐马尔科夫模型的方法**

隐马尔科夫模型,是从语音识别中发展出来的一种统计技术,它提供了一种基于训练数据提供的概率来自动构造识别系统的技术。一个隐马尔科夫模型包含两层一个可观察层和一个隐藏层这个隐藏层是一个马尔科夫过程,即是一个有限状态机,其中每个状态转移都带有转移概率。在语音识别中,可观察层是声音片段的序列,隐藏层是用音素序列表示的词的发音的有限状态模型。用口语录音片段及其转写坦作为训练数据训练，它就可以用作识别器

用于识别未训练过的声音片段,从而生成口语的转写形式。计算语言学家最早把 技术应用于英语的词性标注,并取得了极大的成功,仅依靠简单的统计方法就可以达到左右的正确率。在词性标注中,可观察层是词的序列,隐藏层是词类标记的序列,训练数据是标注好词性的文本语料,经过训练的就成为自动标注器,它可 以给只包含词序列的文本中的每个词标注上词类标记。

**2.2 互信息方法**

互信息是信息论中的一个概念,它用来度量一个消息中两个信号之间的相互依赖程度。我们可以把词类序列看成随机事件，这样就可以计算一对词类标记之间的互信息。为了确定句子中短语的边界，不能局限于两个符号的组合内部的互信息,需要看更多的上下文,即把二元互信息扩展为一个符号的组合内部的互信息。提出了广义互信息的概念,它根据两个相邻的词类标记的上下文在一个观察窗口内来决定它们之间是否是一个短语边界所在。在下面的公式推导中,表示二元互信息。

**2.3 统计方法**

用统计方法来度量两个词之间的关联度。用这种方法来确定短语的边界。

**2.4 基于中心词依存概率的方法**

提出了一种基于分析树中中心词之间依存概率的统计分析算法,该方法的要点是,把分析树归结为一个非递归的基本名词短语,简称集合及依存关系的集合。

所以依存关系就是中心词和其他词之间的依存关系。依存概率可以通过树库中的统计得到。分析算法是一个自底向上的线图分析器,利用动态规划来查找训练数据中所有的依存关系空间。例如,由句子的分析树可以得到的集合及中心词之间的依存关系集合。

**3 基于规则的方法**

规则方法就是根据人工书写的或 半 自动获取的语法规则标注出短语的边界和短语的类型。根据标注策略的不同可以把规则方法分为两种增加句法标记法,即在词串中插入短语边界和短语类型等句法标记删除句法标记法,即从多个候选的句法标记中删除不合法的标记。

**3.1 增加句法标记法**

增加句法标记的句法分析包括一个状态转换器序列,转换器由正则式构成,即语法规则是有限状态语法的形式。大部分的规则系统都采用这种方法,如的语块分析系统。有限状态层叠包括多个层级,分析逐层进行。每一级上短语的建立都只能在前一级的基础之上进行,没有递归,即任何一个短语都不包含同一级的短语或高一级的短语。分析过程包括一系列状态转换,用表示。通常的状态转换操作的结果是在词串中插入句法标记,而有限状态层叠则在每一级转换上用单个的元素来替换输入串中的一个元素序列,就跟传统的句法分析一样。每一个转换

定义为一个模式的集合。每一个模式包括一个范畴符号和一个正则式。正则式转换为有限状态自动机模式。自动机合在一起就产生一个单一的、确定性的有限状态层级识别器一它以级的输出为输入,并产生作为输出。在模式匹配过程中,如遇到冲突即两个或两个以上的模式都可以运用,则按最长匹配原则选择合适的模式。

如果输入中的一个元素找不到相应的匹配模式,则把它直接输出,继续下一个元素的匹配。

**3.2 删除句法标记法**

这种方法的思想来自词性标注。在词性标注中,首先从词典中查出每个词可能具有的所有词性,然后根据上下文来消歧,从中选择一个正确的词性。这种思想用到句法标注上就是首先标注出每个词可能的句法功能,然后根据上下文来消歧,从中选择出一个正确的句法功能标记。也就是说,句法分析包括两个主要步骤给出输入词可能的句法功能标记与上下文无关,可能有多个候选删去在上下文中不可接受的句法标记,或从几个候选中选出一个最合理的句法标记即同时排除其他标记。这样,句法分析实际上成了一个删除在上下文中不合法的句法标记的过程。

下面举例说明。

**3.3 语法规则的自动学习**

在基于规则的方法中,主要的困难在于语法规则的获取 以及语法规则之间的优先顺序排列。提出了一种基于转换的错误驱动的学习方法,这种方法首先被用于词性标注,得到的结果可以和统计方法相媲美。把这种自学习方法用于识别英语中的基本名词短语。这种方法通过学习得到一组有序的识别基本名词短语的规则。

另一组语法规则自动获取的方法是采用机器学习中基于实例的方法一或基于记忆的方法仃一,如和电。下面首先介绍基于转换的学习方法,然后介绍基于实例的方法。基于转换的规则学习方法如图所示,基于转换的学习方法以下列三部分资源为基础带标注的训练语料库。对于识别任务来说,训练语料要标注出其中所有正确的在此之前当然要先标注词性。规则模板集合。规则模板集合用于确定可能的转换规则空间。一个初始标注程序。基于转换的错误驱动的学习算法是初始标注。把训练语料中所有的标记去掉,用一个简单的初始标注程序标注出训练集中可能的。把这个结果作为系统的底线。生成候选规则集。在每个初始标注错误的地方,规则模板便用来生成候选规则,规则的条件就是词的上下文环境,动作就是改正错误标记所要做的动作。规则的条件就是词的上下文环境,动作就是改正错误标记所要做的规则的条件就是词的上下文环境,动作就是改正错误标记所要做的动作。
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