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The lab. Knowledge

Walter and Jesse are cooking methamphetamine
in an underground lab in New-Mexico. The lab
has no windows and neither of them know
whether it is raining. This can be represented by
the following model:
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? Throughout the talk, reflexive and transitive links are not drawn,
for readability, but you should assume that models are always
reflexive and transitive.



Scenario 1. Knowledge.

The weather reports on the radio announces that
it is raining. After the announcement, Walter and
Jesse know that it is raining.
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Scenario 2. Knowledge

Jesse is listening to his iPod and doesn’t hear the
radio announcement. After the announcement,
Walter knows that it is raining, but Jesse doesn’t.
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Problem: If we do simple world elimination, we get the wrong
effect. Jesse now knows that it is raining.



The lab. Knowledge and Belief.

Walter and Jesse are cooking methamphetamine
in an underground lab in New-Mexico. The lab
has no windows and neither of them know
whether it is raining. But they live in New
Mexico, where it rains very rarely, so they believe
that it is not raining. This can be represented by
the following model:
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Scenario 3. Knowledge.

The weather reports on the radio announces that
it is raining, but the reception is very bad in the
lab, and neither Walter nor Jesse hear the report
properly. After the announcement, Walter and
Jesse still do not know that it is raining, but
believe that it is.
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Scenario 4. Knowledge and Belief.

Jesse is listening to his iPod and doesn’t hear the
radio announcement. The reception on the radio
is very bad in the lab, so after the announcement,
Walter only get to believe that it is raining, and
Jesse is unaware of the announcement.
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Problem: If we do a simple belief change for Walter, Jesse now
knows that Walter believes that it is raining.
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Doxastic Epistemic Logic

A language for reasoning about knowledge and belief.

[∼a]ϕ = agent a knows that ϕ
[≤a]ϕ = agent a considers ϕ more plausible.

• In state u, agent a knows that ϕ iff ϕ is a correct description
of all states that a cannot distinguish from u.

• Typically written Kaϕ.

• In state u, agent a considers ϕ more plausible iff ϕ is a correct
description of all states that a considers at least as plausible
as u.

• Sometimes known as “safe belief”.



Doxastic Epistemic Models
A doxastic epistemic model M = 〈W ,A,∼,≤,V 〉 consists of

• a set A of agents, a set W of epistemic alternatives and a
valuation function V from Prop to subsets of W .

• an equivalence relation ∼a on W of indistinguishability, for
each agent a in A

• a preorder (reflexive and transitive relation) ≤a on W of
plausibility, for each agent a in A

Semantics
M,w |= [∼a]ϕ iff M, v |= ϕ for every v ∼a w .
M,w |= [≤a]ϕ iff M, v |= ϕ for every w ≤a v .
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M, u 6|= [∼j ]r
M, u 6|= [≤w ]¬r
M, v |= [≤w ]¬r



Defining Belief
It is typical to define beliefs as descriptions of most plausible
states. For instance, in state u, we can say that ϕ is a description
of the most plausible states for agent a if M, u |= 〈≤a〉[≤a]ϕ, as in:
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M, u |= 〈≤w 〉[≤w ]ϕ

But this is not enough. Consider the model:

ϕ

u

¬ϕ
v1

ϕ

v2

¬ϕ
v3

w w

w
M, u |= 〈≤w 〉[≤w ]ϕ



Defining Belief

So we need to make beliefs more global. A typical solution is to
use the global modality Uϕ with the semantics given by:

M, u |= Uϕ iff M, v |= ϕ for every v ∈W

In state u, we can then say that ϕ is a description of the most
plausible states for agent a if M, u |= U〈≤a〉[≤a]ϕ. With this
definition, we rule out the previous counter-example:
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M, u 6|= U〈≤w 〉[≤w ]ϕ



Defining

But this is too much in the presence of knowledge. For instance, if
Walter knows that it is raining, he believes that it is cloudy,
whereas if he knows that it’s not raining, he believes that it is not
cloudy.
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So instead of using the global modality Uϕ, we use [∼a]ϕ and
define belief as:

Bϕ := [∼a]〈≤a〉[≤a]ϕ
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Program Language

A language for reasoning about programs (PDL).

α := > | ?ϕ | ∼i | ≤i |α;α | (α ∪ α)

Expression of type α are called program terms. Program terms α
are names for relational programs α defined by:

> = W 2

?ϕ = {〈u, u〉 | M, u |= ϕ}
∼i = {〈u, v〉 | u ∼i v ∈ M}
≤i = {〈u, v〉 | u ≤i v ∈ M}
α1;α2 = {〈u, v〉 | ∃w : 〈u,w〉 ∈ α1, 〈w , v〉 ∈ α2}
(α1 ∪ α2) = α1 ∪ α2



Programs

Let Prog = {[[ε1, . . . , εn, δ1, . . . , δn]]}, with εi an δi epistemic and
doxastic programs respectively, be a set of tuples of programs.
Each program π ∈ Prog specifies a transformation on a model M:

[[ε1, . . . , εn, δ1, . . . , δn]]M = 〈W , ε1, . . . , εn, δ1, . . . , δn,V 〉



Example

Let

• εw = (?r ;∼w ; ?r) ∪ (?¬r ;∼w ; ?¬r)
• Walter learns whether it is raining.

• δw = (?r ;≤w ; ?r) ∪ (?¬r ;≤w ; ?¬r) ∪ (?¬r ;>; ?r)
• Walter starts believing that it is raining.

• π1 = [[εw ,∼j , δw ,≤j ]]

We compute the transformations specified by π1 on the following
model M:
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Program Models

A program model ∆ = 〈D,A,∼,≤,Prog〉 consists of

• a set D of program states

• a set A of agents

• an equivalence relation ∼a on D of indistinguishability, for
each agent a in A

• a preorder (reflexive and transitive relation) ≤a on d of
plausibility, for each agent a in A

• a valuation function V from D to Prog.

Restriction: Agents know which actions they are performing:

d ∼i e implies that
1) P(d)εi = P(e)εi
2) P(d)δi = P(e)δi



Example
Let

• εw = (?r ;∼w ; ?r) ∪ (?¬r ;∼w ; ?¬r)
• Walter learns whether it is raining.

• δw = (?r ;≤w ; ?r) ∪ (?¬r ;≤w ; ?¬r) ∪ (?¬r ;>; ?r)
• Walter starts believing that it is raining.

• π1 = [[εw ,∼j , δw ,≤j ]]
• Walter learns whether it is raining and starts believing that it

is, and Jesse does nothing.

• π2 = [[∼w ,∼j ,≤w ,≤j ]]
• Both Walter and Jesse do nothing.
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Program Actions

Given a doxastic epistemic model M and a program model ∆,
define the programmed model M ⊗∆ = 〈W × D,A,∼′,≤′,V ′〉
where

• V ′ is a propositional valuation from Prop to subsets of
W × D such that V ′(p) = {〈u, d〉 | u ∈ V (p)}

• the relations ∼′ and ≤′ are computed as follows.
• 〈u, d〉 ∼′

i 〈v , e〉 iff
1) d = e ⇒ 〈u, v〉 ∈ P(d)εi
2) u = v ⇒ 〈u, v〉 ∈ P(d)εi ∩ P(e)εi
3) u 6= v and d 6= e ⇒ 〈u, v〉 ∈∼i

4) 〈d , e〉 ∈∼i

• 〈u, d〉 ≤′
i 〈v , e〉 iff

1) d = e ⇒ 〈u, v〉 ∈ P(d)δi
2) u = v ⇒ 〈u, v〉 ∈ P(d)δi ∩ P(e)δi
3) u 6= v and d 6= e ⇒ 〈u, v〉 ∈≤i

4) 〈d , e〉 ∈≤i



Scenario 4. Knowledge and Belief.
Jesse is listening to his iPod and doesn’t hear the
radio announcement. The reception on the radio
is very bad in the lab, so after the announcement,
Walter only get to believe that it is raining, and
Jesse is unaware of the announcement.

M r

u

¬r
v

j ,w

j ,w

∆ π1

d

π2

e

j

j

M ⊗∆

r〈u, d〉 ¬r 〈v , d〉

r

〈u, e〉

¬r

〈v , e〉

j

j j

j ,w

j

w
j j

j ,w



Program Language

α := > | ?ϕ | ∼i | ≤i |α;α | (α ∪ α)
ϕ := p | ¬ϕ | (ϕ ∨ ϕ) | [α]ϕ | [∆, d ]ϕ

Semantics
M,w |= [α]ϕ iff M, v |= ϕ for every wαv .
M,w |= [∆, d ]ϕ iff M ⊗∆, v |= ϕ.



Scenario 4. Knowledge and Belief.
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M, u |= [∆, d ]([∼w ]r & ¬[∼j ][∼w ]r)
i.e., M, u |= [∆, d ](Kw r & ¬KjKw r)

M, u |= [∆, d ](Bw r & Bj¬Bw r)



Axiomatisation

Theorem
The set of validities of dynamic doxastic epistemic logic is
axiomatised by the normal axioms and rules of PDL, standard
axioms for [∼i ], [≤i ] and [>], together with the following dynamic
axioms:

〈∆, d〉p ≡ p
〈∆, d〉¬ϕ ≡ ¬〈∆, d〉ϕ
〈∆, d〉(ϕ ∨ ψ) ≡ (〈∆, d〉ϕ ∨ 〈∆, d〉ψ)
〈∆, d〉〈∼i 〉ϕ ≡ 〈P(d)εi 〉〈∆, d〉ϕ
〈∆, d〉〈≤i 〉ϕ ≡ 〈P(d)δi 〉〈∆, d〉ϕ
〈∆, d〉〈>〉ϕ ≡ 〈>〉〈∆, d〉ϕ
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